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TEXHUYECKOE YCTPOMCTBO JJ51 OUACTKHN 3ABOEB CKBAKHUH

3AYPBEKOB C.A., 'KAHKUMAHOBA I'H., 3AYPBEKOB K.C.
Kazaxckuii Hayuonanvuwiii ucciedosamenbCKui mexHuueckKull yHugepcumem
umenu K. 1. Camnaesa, 050000, Animamer, Kazaxcman

Annomayusa. C yenvio obecneueHus HAOEHCHO20 BCKPLIMUS NPOOYKMUBHO20 NAACMmA 6e3 OCLOMCHeHUll U
HA BbICOKUX MEXAHUYECKUX CKOPOCMAX OYpeHusi, NOmy4eHus 0ObeKMUBHO20 NPOMbICI080-2e0PUULECKO2O
mamepuana 8 UHMepP8aIax NPoOyKMuUeHOCmMU 0OIbUOe GHUMAHUE YOeNaemcs YUCmome 30005 CK8ANCUHDL,
m.e. OMCYmMcmeuio NOCMOPOHHUX NPEOMEMO8.

Paspabomra ycmpoticmea 0ns uzgnevenus ¢ 3a005 CKEANCUH KPYNHBIX U MEIKUX NOCTOPOHHUX NPEOMemog ¢
BbICOKOTU IPPEKMUBHOCHIBIO, HAOEHCHOCBIO U HUZKOU CIOUMOCHIBIO PAOOM AGIACMCI 8eCbMA AKMYANbHOU
3a0aueil. Ycmpoiicmea, 0CHOBAHHbIE HA 2UOPOOUHAMULECKOM NpUHYUNe pabomsl, 8 NOIHOU Mepe Omeeyarom
npeovasseMblM mpebosanusim. B pabome npednoxicena KOHCMPYKYUs YCMpoucmed 2uopoOUHAMULEecKO20
Muna, no360JANWAS OYUCIUMb 3a00U CKBANCUHbI OM MEIKUX U KPYNHLIX NOCMOPOHHUX NPeoMemos u
obnadarouas 8vICOKOU HAOEHCHOCMbIO 8 pabome.

Kniouesvie cnosa: CK6As#CUHa, 3616011, nOCMOPOHKHUe MmemaiiudyecKkue npe@membl, oqucmka 361605,
eudpaeﬂuuecmte npoyeccal.

YHI'BIMAJIAPABI TASAPTYT'A APHAJI'AH TEXHUKAJIBIK KYPbIJIT'bI

3AYPBEKOB C.A., ’KAHKUMAHOBA I'.H., 3AYPBEKOB K.C.
K.U. Combaes amvinoaszvl Kazax ¥immovix mexHukanivly 3epmmey yHusepcumenti,
050000, Anmamul, Kazaxcman

Anoamna. OuimOi Kammbvly ACKbIHYCbI3 JHCIHE OYPRbLIAYObIH HCOLAPbI MEXAHUKATBIK HCLIOAM-
ObIKMAPLIHOA CEHIMOI AULBLIYbIH KAMMAMACLI3 emy, OHIMOIIIK apanblKmMapblHOad 00beKmMuemi KaCinuinik-
2e0(UBUKATBIK MAMEPUAT ATy MAKCAMBIHOA YHELIMAHBIY KEHICAPLIHbIY MA3ANbIEbIHA, A8HU 6020e Memal
3ammapobviy 60AMAybiHA KON KOHLL 06ainedi. ¥Hevimanapoan muimoinici, ceHiMOLniel JcaHe HCYMbIC KYHbI
moMmeH Ipi dicone ycax Oozoe 3ammapobl anyed apHaiean KYPbLIZbIHbL Jicacay ome 63eKmi macene Oonbin
maowsLnadvl. [ UOPOOUHAMUKATILIE JHCYMbIC NPUHYUNIHE Heli30eNceH KYPblIebliap KOUbLIeaH maianmapad
monvlK dcayan depedi. Kymvicma euOpOOUHAMUKATLIK Munmezi KYpPoli2blHblH OU3AUHbI YCbIHbIIAObL, OV
VHRUIMAHBIY MYOiH YCaK dicone YaKkeH 0o2oe 3ammapoan masapmyaa MyMKIHOIK Oepedi dicane Hcymbicma
aHc02apbl CeHIMOLIKKe Ue.

Tyiiinoi ce30ep: ynevima, 3601, 6620e Memain 3ammap, 3a001U0bl Ma3anay, 2UOPAsIUKATLIK npoyecmep.
TECHNICAL MEANS FOR CLEANING THE FACES OF OIL WELLS

ZAURBEKOYV S. A., ZHANKIMANOVA G. N., ZAURBEKOYV K. S.
Satbayev University, 050000, Almaty, Kazakhstan

Abstract. In order to ensure reliable opening of the productive reservoir without complications and at high
mechanical drilling speeds, to obtain objective field-geophysical material in the productivity intervals, much
attention is paid to the cleanliness of the bottom of the well, i.e., the absence of foreign metal objects. The
development of a device for extracting large and small foreign objects from the bottom of wells with high
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efficiency, reliability and low cost of work is a very urgent task. Devices based on the hydrodynamic principle
of operation fully meet the requirements. The paper proposes a design of a hydrodynamic device that allows to

clean the bottom of the well from small particles.

Keywords: borehole, bottom face, foreign metal objects, bottom face cleaning, hydraulic processes.

B nporecce npoBoaky mTyOOKHX HEPTSIHBIX
U Ta30BBIX CKBOXWH Ha 3a00€ CKAIlJIMBAIOTCS
pa3InYHbIC METaUIMYeCKHEe M HeMeTalUIhye-
CKHE TPEIMEThl, HANPUMEpP, CIy4alHO YIIaB-
A€ C IOBEPXHOCTH JICTAIU, JIEMEHTHI Ka4CHUS
OTIOp ¥ 0OJIOMKH TBEPIOCILIABHOTO BOOPYKCHUS
0TpabOTaHHBIX JIOJIOT, @ HHOTNA U INAPOIIKH J10-
70T. Hannume mocropoHHero Metaiia Ha 3a0o0e
CHIDKACT TOKa3aTeau padoThl JOJOT M TPUBO-
JIUT K MIPESKIACBPEMEHHOMY BBIXOY UX U3 CTPOS,
CJICZIOBATEIbHO, 3HAUYUTEILHO YBEIMYUBACT HE-
NIPOM3BOJMTENIBHBIC 3aTpaThl BPEMEHH Ha CITy-
cko-nogbemubie omeparnuu (CIIO) B mporecce
CTPOMTENBCTBA CKBAXHH, OCOOCHHO TITyOOKHX U
cBepxmyookux [1, 2, 3].

Jyis  Ou4MCTKM 32005 OT METAJUIMYECKUX

MPEAMETOB IPUMEHSIOTCS YyCTPONCTBA, KOTOPBIE
MOJIpa3eNsIOT Ha ABE OCHOBHBIE IrpyIibl [4,5]:
* [IepBasi-yCTPOUCTBA, YCTAHABIUBAEMbIE B KOM-
MTOHOBKE OYpHIIbHOM KOJIOHHBI;
* BTOPAsi-yCTPOMCTBA, MEPUOIUYECKH CITyCKae-
MBbIE B CKBOKHHY.

K mnepBoii rpynmne oTHOCATCS YCTpOICTBa,
YCTaHABIMBAaE€MbIE€ HEMOCPEACTBEHHO HaJ J0-
JIOTOM, B OCHOBY pabOThl KOTOPBIX MOJOXKEH
THIPABIMYECKU CrMOco0 ouMcTKH 32005, a
uMeHHo Metamnoynourens [10 «KyiiOblmies-
OypMmamn» [6], MeTaIoyl0BUTENb-KaauOparop,
IUTAMOMETAJIJIOYJIOBUTENb ~ OTKPBITOrO  THUIA
(LIMVY-0), mmamoMeTauioyI0BUTENb 3aKPBITO-
ro tuna (IIMYVY-3) u np.
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«Kyii6pimeBOypMmarmy: 1-kopiyc;
2-BHYTPEHHUE IIEPETOPOIKY;
3-HaKOIUTEIbHAs TI0JIOCTh;
4-KOXKyX; 5-0OTBEPCTHUSI B KOXKYyXe
Merannoynosuteins [10

MarasuioynoButenb-kanuoparop: 1-kopmyc;
2-IIpY>KUHHOE KOJIBLIO; 3-HalpaBJIAIOIINe
BTYJIKH; 4-KOXKYX; S-KalIuOpyIOLI1e JIarbl;

6-60J1THI

[[I1raMmoMeTasI0yI0BUTEIIb OTKPBITOIO
tuna (IIIMVY-0):
1-TpyOHBIi IEpeBOAHUK; 2-Bal;
3-k0XKyX; 4-niepeBOHUK-0a3a

Pucynok 1 — Memannoynosumenu, ycmanagiugaemvie 8 KOMNOHOBKe OYPUTbHOU KOJIOHHbL

HenocratkoM yCTpOWCTB IEPBOM TIPYyIIIBI
SBJISETCSI OBICTPOE 3alOJIHEHHE JIOBYIIKM IILIa-
MOM H TIO 3TOW MpUYnHE HU3Kast 3 HeKTHBHOCTD
yJAaBIUBaHHUS METATMUECKUX TPEIMETOB, TpH-
YeM IIUIaM B JIOBYIIKE OOBIYHO OKa3bIBAETCS Ha-
CTOJIBKO CHJIBHO CIIPECCOBAaHHBIM, YTO YacTO HE

MOJAAETCS U3BJICUEHUIO. B 9TOM cityuae usnenue
HEIPUTOHO K JaJbHEHIIEMY HCIIOJIB30BaHUIO
win TpeOyeT KamuTalabHOro peMoHTa. Kpome
TOT0, yCTPOMCTBAMHU JAHHOW IPYIIIBI BO3MOXKHO
U3BJICYEHUE TOJIBKO OYEHb MEJIKUX METaJlIn4de-
CKHUX MPEIMETOB C 320051, KOTOPhIE MOTYT ITIOME-
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CTHUTbHCSI B I1I€JIb YIOBUTES, UMEIOLLYIO MTPEIebl
16...28 mMm.

Ko Bropo#i rpynmne OTHOCATCS yCTpPOWCTBA,
NEPUOINYECKU CITyCKaeMble B CKBa)XKMHY, B OC-
HOBY pa0OThI KOTOPBIX MOJIOKEH MEXaHUYECKUH,
MarHUTHBIM WJIM TUIPOMEXaHUYECKUH Cr1oco0
3axBaTa U OYMCTKHU 32005, Takue Kak (ppesbl-lo-
BUTENM 0e3 MexaHuuyeckoro 3axmara (PM) u ¢
MexaHndeckuM 3axarom (OM3), meraoyso-
Burens E.M. Kypuesa n H.W. Jlykuna, ruapas-
muueckuid soputens [.H.KuppganoBa, meramio-
ynosurens P.C. fpemeiiuyka u 3.1. Y3ymosa,

a)

BVRYRAVLS

®pe3sep-10BUTEIIb MATHUTHBIN: I'uapaBnuueckuit
a-tura ®M; 6- Tuna PM3; nosutens [LH.
1- nepeBonHUK; 2-KOpIIYyC; Kupssnosa

1-nepeBoaHUK;
2-3an1y1uka; 3-KopIryc;
4, 5S-Hapy>KHBII KOPITYC;
6-nernecTku

3-MarHuTHas cucreMa; 4-HIKHUN
TIOJIIOC; 5-3aXBaTHBIN y3ell

CTPYWHBIH METAJUIOYJIOBHTEIb, TPYOHBIA TayK,
TUPOMEXaHUYECKU nayk [7, 8] u ap.
Henocrarkom ycTpoWCTB BTOpOW Tpyn-
bl SIBJISETCS HEOOXOIMMOCTh OCYIIECTBIICHUS
CIEIHAIbHBIX PEeCOB OypHIBHOTO MHCTPYMEH-
ta (CIIO), Ha 4YTO 3aTpayMBaceTCs HEMPOU3BO-
JTUTENIbHOE BpeMsl, a TaKKe TPYIHOCTH YIIaBIIH-
BaHUSl CPaBHUTEIIbHO MEJIKUX METAJTMYEeCKUX
MPEeIMETOB OOJBIIOTO YAEIHLHOTO Beca U Mpe-
METOB, O0JIaJalOIIMX AHTUMArHUTHBIMH CBOM-
cTBaMH (Harpumep, 3yOKH J0J0T U3 BOJIb(pa-
Mo-KoOasToBOTO crutaBa BK-6 u T.i.) [4].
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I'mppomexannueckuii nayk:
1-nepeBOIHUK; 2-KOXKYX;
3-CTONOpPHBIE MUK,

4-oTBepcTHsl; S-MOpIIEHb; 6-11a3bl;
7-3axBat; 8-CTOMOPHbIE UIMUIBKU
3axBara; 9-3aXBaThIBAIOIINE 3yObs;
10-naxmagku 3yones; 11-map

CrpyiHblit
METaJIOyTOBUTENb:
1-Tpy6a BcacrIBa-
1o11ast; 2-KopIryc;
3-comno; 4- xop-
myc;5-OypuiibHast
TpyOa

Pucynok 2 — Memannoynosumenu, nepuooutecku cnyckaemule @ CK8AlNCUHY

C uenpto mOBBIIICHUS APPEKTUBHOCTH
OYUCTKHU 320051 OT METALIMYECKUX MPEIMETOB
BelIeTCsl  JajbHEeHIee YCOBEPIICHCTBOBAHUE
YCTPOMCTB Kak MepBOi, TaK U BTOPOM TPYIII, HO
OpU ATOM MPHUHIMIIHAIBHAS CXeMa MX KOMIIO-
HOBKHU B KOPHE HE MEHSETCS.

Ha pucynke 3 ctp. 9 npencrasien oOiuit
BUJ TIPEUIOKEHHON aBTOpaMM U 3allUIICHHON
MaTeHTOM KOHCTPYKIIMH IUIAMOMETAIIOYIOBH-
TeJsl 1Sl U3BIICUCHUS OONBIINX U MEJIKUX Tpe-
METOB C 32005 CKBaXKuH [9].

[Ipennaraemasi KOHCTPYKLHUS HIIaMOMETA-

noynosurens ckBaxuaHoro (IIMYC) ocHoBana
Ha THUJIPOAMHAMUYECKOM IMPHUHIMIE PabOThl U
npeaHa3HaueHa JJisi U3BJIeUeHUs ¢ 3a00s CKBa-
JKUHBI TIOCTOPOHHUX MEJIKUX U KPYIIHbIX METaJ-
JUYECKUX TMPEIMETOB, HAPHUMEP, YEIIOCTEH U
cyxapeil TpyOHBIX KJIIO4Yel, 00OJIOMaHHBIX IIAPO-
mek. [locTaBieHHas 1esnb JOCTUTaeTcs 3a CUET
KOHCTPYKTUBHOTO PELICHMS MO PAa3MEILICHUIO B
OTPAaHUYEHHOM IONEPEYHOM CEUEHUU CKBAXKH-
HBI IUTAMOMETAJIJIOYTIOBUTEISI ¢ OOJIBIINUM TTOTIe-
PEYHBIM CEYEHUEM MOABEMHOr0 KaHaja. O4ucT-
Ka IIPOUCXOAMT 3a CYET TOTO, YTO B HAKOIIMTEIIE
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ACUMMETPUYHO pa3MEIEeH YCEUEHHBIN IOIBO-
TSN KaHaT TIPOMBIBOYHOM KUAKOCTH, 3a CUET
YMEHBIIECHUS TOJIBOMISAIICTO KaHaja 1Mo CpaBHe-
HUIO ¢ OypUIBLHBIMU TPYyOaMH TTOJT KOPITYCOM JIJIst
MOIEMHOT0 KaHajla, & HAKOIHUTEb UMEET OIHY
MOJIOCTh, PA3MEIIICHHYIO B CEKTOPE aCUMMETPHH,
1 COOOIIAIONTYIOCS C TIOABOIAIIMM KaHAJIOM IPH
MTOMOIIA PKEKTOPHBIX OTBEPCTHH WIIM IIENICH,
MPUOTHKEHHBIX KO JTHY HAKOITUTEJIS.
HaumMenrbliee ceueHre NoaBOaSIIEro KaHajia
YCKOpSIET JBW)KCHHE ITPOMBIBOYHOM KHUIKOCTH,
yYMEHBIIIas CErMEHT IUTOMAAN 3a00s, 3aHSATHIN
MOJABOIAIIMM KAaHAJIOM, U OCBOOOXKJasl CEUCHHE
CTBOJIA CKBA)KMHBI IS ITOABEMHOIO KaHalla U
HaKOTUTENsI. YCKOPEHHE TEUEHUS TPOMBIBOYHON
XKHUJKOCTH CHIDKACT JABJICHUE HAIPOTUB OTBEP-
CTUH WY IIeJIel Y JHA HAaKOIUTEIsI, YTO CO3/1a-
€T PKEKIUS Yepe3 HAKOMUTEIbHYIO MOJIOCTh, U
YBEIMYMBAET PACXOJl Yepe3 CEUCHUE MOIBEMHO-
ro KaHaJia, 10 KOTOPOMY METaJUIMYECKHe TMPe/-
METhl OBICTPO TIOCTaBISAIOTCS B HAKOIHTEIb.
[Ipu momaganuu MEIKOTO MIjaMa B HAKOIHUTEIb
MIPEIYCMOTPEHA BO3MOKHOCTh IMPOMBIBKH HAKO-
MATEILHOM TOJOCTH MYTEM IUIOTHOTO TpHUJIera-
HUS K 320010, KOTJ]a IUPKYJISALHS TPOMBIBOYHON
KUIKOCTH HJICT Yepe3 MU U HAKOTTUTEIb.

Pucynox 3 — llInamomemannoynosumens
1-6ypunvras mpyoa: 2-yceuennviii NOOGOOSUULL KAHATL,
3-conno; 4-xooucyx, S-nakonumens; 6-0mKpuimas NOLOCHb,
7-acummempuunas nepe2opooxa, §-omseepcmus (weiu); 9-ono;
10-cxkpebru

YcTpoicTBO cOCTOMT W3 OypUIIBLHOH Tpy-
Obl 1, B HIDKHEW 4YacTH KOTOPOTro oOpasyercs
YCEUCHHBI MPOBOJAIIMM KaHAI 2 CO CKBO3-
HBIM IIPOXOJIOM - COIUIOM 3 JIsl MPOMBIBOYHOM
xuakoct. [lo mepudepun npuBapeH Koxyx 4
HAKOIUTEJS 5, KOTOPBIMA OTIEIEH OT MOJIOCTH 6
aCMMETPUYHOI neperopoakoit 7. CKBO3HOM IPoO-
XOJl CO€ZIMHEH C HAKOMUTEIEeM, OTBEPCTHEM WIIU
mensiMu 8. JIlHo 9 HakonuTess MpovYHOE U ILI0-
CKO€, HO B OT/IETIbHBIX CIIy4asX JIOIMyCTUMa BO3-
MOXXHOCTh KpEIUICHUs HeOOoJIbInuX cKpeOkoB 10
C LEJIbIO OTPBIBA OT 32005 HANUIIIIMNX, 3aTEPTHIX
METaJNINYECKUX MPEAMETOB.

VYerpoiicTBo paboTraer clueayrmmM olpa-
3oM. [Tocne cmycka u ycTaHOBKHM Ha 3a00# CKBa-
KUHBl OCYIIECTBIIIETCS IPOMBIBKA €ro uepes
OypwIIbHYIO TPYyOy | M yCEUEeHHBIN MPOBOIAIINN
KaHaj 2 1Mo CKBO3HOMY Mpoxoay 3.

[InotHOE mpuieranue k 3a06010 JTHA HAKOIU-
Tens 9 MO3BOJSET YaCTUYHO MEPEKPHITh CKBO3-
HOM MPOXOJ-COIUI0O 3 M NPOMBIBKY YACTUYHO
OCYIIECTBUTH Y€pe3 OTBEPCTUSA-IIENN 8 B HAKO-
nurenae 9, ocBOOOIUB €ro OT IIAaMOB TOPHOMU
MIOPOJIBI.

B panpHeidiimmeM ¢ IOCTEIEHHBIM IMOIbLE-
MOM U HHU3KOOOOPOTHBIM MPaBbIM BpalleHUEM
YCTPOMCTBA JOCTUTAETCS OTPHIB CKpeOkamu 10 u
THUJIPOMOHUTOPOM U3 CKBO3HOIO MPOXOAA - COTI-
7a 3 MeTaJUIMYeCKUX MPEIMETOB, KOTOpPhIE Yepes
MOJBEMHYIO TMOJOCTh 6, 00OpPa30BAHHYIO aCHM-
METPUYHOM MEPErOPOJKON 7 U CTEHKOW CKBAXKH-
HBI, MOMA/Ial0T U 3aCacChIBAIOTCS B HAKOMUTEIb
5 Omarogapst »KeKTopHOMY 3(PQEeKTy B yCedeH-
HOM IIPOBOJIAIIEM KaHalie 2 yepe3 OTBEpCTus 8.
VYceueHHbIH TPOBOJAIIMM KaHAT 2 CO CKBO3HBIM
MPOXOJIOM - COTJIOM 3 B HUKHEU TOPIIEBOM YaCcTH
YCTPOMCTBA HAMPAaBJISAET CTPYIO — TUAPOMOHHUTOP
O] YIJIOM K 320010 WJIM TOA YIVIOM - IPHU Bpa-
LICHUH.

B pa6orax [10, 11] paccmarpuBaroTcs 1BH-
YKEHUSI TEJI B BEPTUKAJILHOM IMOTOKE U IPUBOUT-
csl rpadUK 3aBUCUMOCTU CKOPOCTHU MOTPY>KEHUS
YacTHUIl TBEPJIOTO CILIaBa OT UX pa3Mepa.



o BECTHMK KA3AXCTAHCKO-BPUTAHCKOIO TEXHNYECKOIO YHUBEPCUTETA, N°3 (58), 2021 o

W mic

235

,_..—-""'“

20 —

15 =]

10

05

0s 10 13 20 25 dcm

Pucynox 4 — 3agucumocms ckopocmu nozpysicenus uacmuy
meepoo2o cnaasa om ux pasmepa

OnpenensiFoluMU  TTapaMeTpamMu  padOThI
[IJITAMOMETAJUIOYJIOBUTEIICH, OCHOBAaHHBIX Ha TH-
JPaBIMYECKOM TPUHITUIE, SBISIOTCS BEITHMYMHA
JABIICHUSI CTPYH KUIKOCTH, CKOPOCTH JABHIKEHHSI
BOCXOJISIIIIETO TIOTOKA, 00ECIIeUHNBAIOIIHECS I10-
nadeid OypoBBIX HACOCOB.

Bennunna nasnenus crpyu (P)) Ha Teno, Ha-
XofsIIeecs Ha 3a00€ CKBaKUHBI, OTPEICIISETCS 110

dbopmyne [12]:

P=p-Q-3, (1-cosa) (1)
I7Ie P - IUIOTHOCTB MMPOMBIBOYHOM KHUIKOCTH;
Q - IpoM3BOAUTENLHOCTH OYPOBBIX HACOCOB;
9, - CKOPOCTB UCTEUEHHS CTPYH M3 COILIa 3;
a = 30° - mpuBEICHHBIN YTOJI HAIPABJICHUSI
CTpyH K 3a0010.
N3 popmynsi (1) BunHO, 4T0 yem OoJblie yroi
0L, TEM BBIIIIE TaBJICHHE Ha TpersiTcTBre. [ [nomans
MIPOXOIHOTO ceueHus coria 3 (S) ompenesstor u3

(bopMyIbI:
lim8 =Q/S, (2)
T.C. S=Q/3,

toraa quamerp (d) u KomuuecTBo (n) OTBEp-
CTHI HAXOAUM 110 opMyIIe:

—
_ | &F
d= NE (3)
TIpH COOJTIOIEHUH yCIIOBUSI:
(4)

lim %> 9 =w\(d; —d,)Ap/p

O—max

rae 9 - CKOpOCTb NajIeHUsl METAILTNIECKOrO
npeaMeTa B KHKOCTH,

d , d - NpUBENEHHBIC IHAMETPHI CCUEHHS
MMOJILEMHOM IOJIOCTH 4 M U3BIIEKAEMOTO METaI-
JIMYECKOTO MPEIMETA;

Ap=p, —p - TeEpenaj IIOTHOCTEH MeTall-
JMYECKOTO MPEIMETA U HKHUIKOCTH;

w=511%/i - pacueTHsIii KO>(pQHIMCHT
TS TIIApOOOpa3HBIX TEJl.

Ocenanue B MOJNOCTh — HAKOIMUTENb METall-
JTUYECKUX (WK JPYTUX) TMPEAMETOB MPOUCXOIUT
U3-3a YBEJMYCHUSI MPOXOAHOTO CEYECHUS BBIIIE
HAKOMUTEbHOU MOJOCTH, IJIe CKOPOCTh BOCXO/IS-
IIET0 MMOTOKA PE3KO MaJaeT U MPEeIMET IOMaIaeT B
HaKOTUTENb MO/l COOCTBEHHBIM BECOM.

Ha ocHOBe mpoBeIEHHBIX TEOPETUUYECKUX
MCCJIEJOBAHUN MOKHO CJIENaTh CIEAYIONINE BbI-
BOJIBI:

1. I'mapaBnuueckuii crnocod obecreunBaeT
HAJe)KHOE HU3BJICUEHUE MOCTOPOHHUX MpeaMe-
TOB € 320051 CKBa)KHH.

2. Pazpaborana HOBasi KOHCTPYKIHMS IIIja-
MOMETAJUIOYJIOBUTEIS, TIO3BOJISIONIAs U3BJIEKATh
¢ 32005 TIIyOOKMX CKBaXUH MEJIKHE U KPYITHbBIC
METaNINYeCKHEe U HEMETAJUTMUECKHE MTPEIMETHI.

3. llpennoxennas xoHcTpykuus [IIMYC
MPOCTa B U3TOTOBJICHUH U HaJIeKHA B pabOTe U MO-
KET M3rOTaBIMBAThCS Ha 0a3e MPOM3BOJICTBEHHO-
ro oociyxuBanust (BI1O) coOcTBeHHBIMU CHTaMU
VYnpasnenus OypoBsix padot (YEP).

4. ITpenyioxkeHa METOAMKA TUIPABINYECKOTO
pacuera pabOThl HUIAMOMETAJIJIOYIOBUTENS HO-
BOIl KOHCTPYKLMH, TIO3BOJISIONIAs PACCUUTHIBATH
pexum padots! HIMVYC.
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ONTUMMU3ALMS MPOLECCA OBOTAIIEHUS KAJIUMHOM PY IbI
MECTOPOXKJAEHUS YEJKAP

ACBIJIXAHKBI3bI A.l, CEUTMAI'3UMOBA M., NETPOIMABJOBCKHUM U.A.2
'FOocno-Kaszaxcmanckuil ynusepcumem um. M. Ayszosa, 160000, vimkenm, Kazaxcman
?Poccuiickuil xumuko-mexnono2udeckuil ynusepcumem um. /.1, Menoeneesa, Mockea, P®

Annomauus. B cmamve paccmompenul pe3yismamyl UCCIe008aAHUs NPOYecca nepepadomxu Ommulmou Ka-
JUUHOU PYObl MecmopodicOenus Yenxap ¢ yenvio noayuenuss 6e30a11acmHo20 KAIUutino2o yooopernus. Hzyuena
aghghexmusrnocmob 08yX- U MPEXKPAMHOU OMMbBIBKU PYObL OM COletl Hampusi OJisi ONpeodeieHuss ONMUMAlbHO-
20 pexcuma obocawieHuss pyovl no KAauio. YCmManoBneHo, Ymo yeaecooopasHo npogooums 08YKpAmHyio om-
MBIBKY PYObl BPOMBIGHOU 6000, NPU KOMOPOI 00eCneuu8aemcs MaKCuMAaibHoe cooepicanue 8 pyoe Kauus u
MUHUMATbHOE coOepiicanue conetl Hampusi. DPoekmusHocms ommbleKy NOOMEEPHCOACCst Pe3yIbmamamu
PpeHmeeHocpapuLecko2o0 anaiusa pyosl nocie emopou ommuieku. Ilpoxanika pyoel npueooum K decudpama-
Yuu KpUCmaiio2uopamos MuHepaios u 603paAcmanuio CoOepl’Canus 6 ee COCMase OCHOBHbIX KOMNOHEHMOE.
Pacmesopenue npoxanennoii pyovt npu memnepamypax 50 u 90°C npueooum auuis K 4acmuyHoMy nepexooy
6 PACMBOP COoNell Kanus U MA2HUs NPy NOTHOM PACMBOPEHUU OCMAMOYHO20 KOIUYeCmea coael Hampus. [l
0ocmudicens. NOHO20 PACMBOPEHUs CYIbHAMO8 KaNUs U MASHUSA, AGNIAIOWUXCA Yele8blMU KOMNOHEHMAaMU
0715 NONYYeHUsI MUHEPATbHO20 YOOOPeHUsl, mpeOyemcs u3yuums XumMudeckue Memoobl PespaujeHus.

Knroueswle cnosa: xanuiinas pyoa, munepaivHoe yoobpenue, Cyibham Kaius, colu Hampus, Mecmopoicoe-
Hue Yenxap, 08yKpamuas ommuléKa, CmeneHs nepexooa 6 pacmeop, NPOKaIKd pyovl

ITAJIKAP KEH OPHBIHBIH KAJIMA KEHIH BAUBITY
IMPOILIECIH OHTAUJIAHJIBIPY

ACBIJIXAHKBI3bI A.l, CEUTMATI3UMOBA M., NETPOMMABJOBCKHUM U.A.2
'M.Dyeso06 amvindasvl Oymycmix Kasaxcman ynusepcumemi, 160000, Ilvivikenm, Kaszaxcman
2 I.H. Menoenees amvinoaswt Peceil xumus-mexnonoeusnvix ynusepcumemi, 101000, Mackey, Pecetl

Anoamna. Maxanaoa 6annacmcul3 Kanull molHaumgsiuely any ywin Lllankap ken opHuIHbIY HCYbLISaAH Ka-
JULL KeHIH OHOeY NPoyecin 3epmmey Hamuoiceaepi Kapacmuipvii2an. Kenoi kanutimen 6aiivlmyovlyy OBmailivl
DENCUMIH AHBLIKMAY YUIH HAMpPull my30apblHaK exi dHcaHe yul pem xHcyyovly muimoiniei sepmmendi. Kenoeei
Kanuioiy ey Ken Moauepi dcone Hampuil my30apbiHbll ey a3 MOaulepi Kammamacsl3 emiiemin Kenoi Jicyy
CYbIMEH eKi pem JCY2aH JHCOH eKeHOiel anblKmanovl. JKyyoviy muimoiniei exinui dcyyOan Keuid KeHOi peHm-
2eHozpapusaIblK manoay Haomudceiepimern pacmanaovl. Kenoi Kyioipy munepanoapoviy KpUcmail euopam-
Mmapuvinsly 0e2UOPaAmayusCblHa JHcoHe OHbIH KYPAMbIHOASbL He2i3ei KOMNoHeHmmepoiy Kebeioihe axenedi.
Kyioipineen xenoi 50°C oicone 90°C memnepamypada epimy Hampuil my30apbiibiy Ka10bIK MOauepi mo-
JILIZLIMEH epieeH Ke30e Kanuli MeH MazHutl my30apbitbiy epiminiicine iwinapa ayvicyza axkenedi. Munepandvl
MBIHAUMKBIW QY YUK MAKCAMMbl KOMIOHEHmmep 00abin MadblIamblH KAIUU MeH MA2HUU Cylbpammapbi-
HbIH MOJILIK, ePYIHe KO HCEMKI3Y YUiH XUMUSILIK, MYPReHOIpy a0icmepin 3epmmeyoi Kaxcem emeoi.

Tyiiinoi ce30ep: xanuii Kewi, MuHepaIObl MIHAUMKbIW, KAAull cyaibgamol, namputi my3zoapul, [llankap xen
OpHbL, eKi pem Jcyy, epimindice omy 0apediceci, KeHOI Kyuoipy.
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OPTIMIZATION OF THE ENRICHMENT PROCESS OF CHELKAR DEPOSIT
POTASSIUM ORE

ASSYLKHANKYZY A.!, SEITMAGZIMOVA G.M.!, PETROPAVLOVSKY I.A.?
!South Kazakhstan University named after M. Auezov, 160000, Shymkent, Kazakhstan
’D. Mendeleev University of Chemical Technology of Russia, 101000, Moscow, Russia

Abstract. The article discusses the results of studying the processing of washed potash ore from the Chelkar
deposit to obtain ballastless potash fertilizer. The efficiency of ore double and triple washing from sodium salts
has been studied to determine the optimal mode of ore enrichment on potassium. It has been established that it is
expedient to carry out ore double washing with washing water, which ensures the maximum potassium content
in the ore and the minimum content of sodium salts. The washing effectiveness is confirmed by the results of
the X-ray analysis of the ore after double washing. Ore calcination leads to dehydration of crystalline hydrates
of minerals and to increasing content of main components in its composition. Dissolution of the calcined ore
at temperatures of 50 and 90°C results in only a partial transition of potassium and magnesium salts into the
solution with the complete dissolution of residual amounts of sodium salts. To reach complete dissolution of
potassium and magnesium sulfates, which are the target components for obtaining mineral fertilizers, it is
necessary to study methods of chemical conversion.

Key words: potash ore, mineral fertilizer, potassium sulfate, sodium salts, Chelkar deposit, double washing,

degree of transition into solution, ore calcination

Beenenue

B HacTos1ee BpeMs NpOMBIIIIEHHOCTh MU-
HepabHbIX yaoOpenuii B Kazaxcrane HaxoquTcs
Ha 3Tare YCKOPEHHOTO Pa3BUTHA U PACHIMPEHUS
ACCOPTUMEHTA BBIIYCKaeMOU MpoayKiuu. Jlis
storo B Kazaxctane umerorcs Bce HeOOXOAMMBIE
NPEANOCHIIKU: Oorarble MPHUPOAHbBIE PECYPCHI,
OTIBIT TIPOU3BOJICTBA TPAAUIIMOHHBIX BUIOB XH-
MHUYECKOW MPOAYKIMU M HAJIUYHE OTEYECTBEH-
HBIX HAyYHBIX IIIKOJI B 001aCTH XMMUYECKOM TeX-
HOJIOTUU. J[71st pa3BUTHS pbIHKA MMOTPEOICHUs U
npou3BojicTBa ynoOpenuit B Kazaxcrane HeoO-
XOJUMO TOCTOSTHHOE IMOBBIIICHUE U YIy4IleHHEe
KYJBTYPBl 3€MJIE/IENs Ka3axCTaHCKUX (epme-
POB, BHEIPEHHE HOBBIX TEXHOJIOTUH CIIOXKHBIX
yIOOpEHU, CIOCOOCTBYIOIIUX MOBHIIICHUIO Ka-
YecTBa CaMUX MPOAYKTOB, 00OTAIIEHUIO 3eMIIH
Y TIOBBIIIEHUIO YPOXKaHOCTH [1].

Ha xpynHeHmmx npeanpusITHsX Mo mpou3-
BOJICTBY MUHEPAJIbHBIX COJIEH U y10OpeHUi — -
nepa ¢pocdopnoit orpaciu TOO «Kazdochar» u
TOO «Ka3zA3zor» — npousBoasarcst pocopHsbIe,
a30THBIE U a30THO-(ochopHbie ynoopenus. o
cerofusmHero AHs B Ka3zaxcrane oTCyTCTBYyeT
MIPOU3BOJICTBO KaJIUNHBIX WIM CIOXKHBIX NPK
yAOOpeHHii, XOTs B HEAPax CTPaHbl COCPEIOTO-
YeHbl OIPOMHBIE 3aIachl KAJTMHHBIX Py, OCHOB-
HBIMU U3 KOTOPBIX SBJISIOTCS MECTOPOXKICHHS
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Kunsauckoe, Catumona n Yenkap. [lomumo yse-
JMYEHUS] YPO)KaHHOCTH, KaJIUHHBbIE yIOOpEeHHs
MOBBIIIAIOT KAUECTBEHHBIE XapaKTEPUCTUKU BbI-
palyuBaeMoi NpOIyKIUH: 3TO MPOSIBIISIETCS B I10-
BBIILICHUH CONIPOTHUBIISIEMOCTH PAaCTeHUH K 3a00-
JIEBaHUSM, MOBBIIIEHUN CTOMKOCTH IIJIOZOB IIPU
XpaHEHUU U TPAHCIOPTUPOBKE, a TAKXKE B YIIy4-
IIEHUHM MX BKYCOBBIX M ICTETHUUYECKHUX KauyeCTB.
MHorue kanuiiHble ynOOpeHHs HpPEeACTaBISIOT
co0Oi MpHUPOHbIE KaTUWHBIE COJIU, UCTIONb3Yye-
MBIE B CEJILCKOM XO35MCTBE B Pa3MOJIOTOM BUJE.
3HAYUTEIBbHOE KOJIMYECTBO XJIOPAa BO MHOTHX Ka-
JUHHBIX yIOOpEHUsIX OTPHUIATENLHO BIUSAET Ha
pPOCT U pa3BUTHE PACTEHUIL, a COIEPIKaHUE HaT-
pust (B KaJIMWHOW COJIM U CUJIBBUHUTE) YXy/IlIa-
eT (PU3NKO-XMMHUYECKHE CBOWCTBA MHOTHUX TIOUB,
0COOEHHO YE€PHO3EMHBIX, KAIITAHOBBIX U COJIOH-
1oBbIX [2]. Cynbdar kanus uMeeT HaubobliIee
3HaueHHe Kak OecxJIopHOoe yaoOpeHue, mpume-
HSIEMOE Ha [oYBax JIto0O0ro THIIA.

OnHO U3 caMbIX MOLIHBIX — MECTOPOKIECHHE
Yenkap pacnonoxeHo Ha 3amane Kasaxcrana
U OXBaThIBaeT IUIOIIAJAL OKOJIO 779 KBaapar-
HBIX KWJIOMETPOB. 3[€Ch MPOBEIEHBI I'€0JIOTO-
pa3BeiouHbIe Pa0OTHI U OIIEHKA 3aI1acoB KaJIHUii-
Ho# pyasl. Ho no cux nop komnanus AO «batsic
Kanuii» eme He mepenuia Ha 3Tanm JOOBIYM.



XUMNKO-TEXHONOTM’MYECKUME HAYKU N SKONOTIMNA

OCHOBHBIM KOMIIOHEHTOM DY[bl SIBISIETCS Kap-
HAJUIUT, U B LIEJIOM PyJla UMEET CIOKHBIN HEON-
HOPOJHBIN cocTaB [3].

O¢pdexruBHas nepepaboTKa IPUPOIHBIX Ka-
JUMHBIX Py BO3MO)KHA JIMIIb NIPU TUIATEIbHOM
W3yYEHUU MX BEIIECTBEHHOI'O COCTaBa M pas-
paboTke Ha 3TOW OCHOBE PALMOHAIBHBIX METO-
JIOB UCIIOJIb30BaHus ChIpbs. [loaToMy mouck my-
Tell nepepaboTKU pyzbl MECTOpOXKAeHUs Uenkap
B KaJMiiHbIe yIOOpEeHHs SIBISETCS aKTyaJlbHOU
npo0IeMoil pa3BUTHUS MTPOMBIIIIIEHHOCTH MUHE-
pasbHBIX ynoOpenuii B Kazaxcrane, 4to u siBU-
JIOCh NIPEIMETOM HACTOSIIETO UCCIIEJOBAHMUS.

Panee Hamu Oblna HcciaeqOoBaHAa BO3MOX-
HOCTh O0OTramieHuss pyabl MECTOPOXKACHUS
Yenkap 1o kaaIuitHOMY KOMIIOHEHTY. Pe3ynbrarsl
9KCIEPUMEHTA 110 OTMBIBKE PY/bI IIyTEM HEMOJ-
HOTO PacTBOPEHHUs MOKA3aJIM, YTO JAAHHBIA Me-
TOA sBIsieTCs A(PQPEKTUBHBIM METOIOM BBIBO/A
U3 COCTaBa ChIPbs XOPOILIO PACTBOPUMBIX COJIEN
HaTpusl, KOTOPBIE SIBJISIOTCS IPUMECHBIM KOMIIO-
HEHTOM B KaNUIHbBIX ynoopenusx. [lonydyenHsie
JTaHHBIE O CTETIEHU OTMBIBKH PY/bI OT COJIEH Ha-
TPHSl MO3BOJIWIIN TPEIJIOKUTh PEKUM OTMBIBKU
B TeueHue 20 MUHYT IIPH MacCOBOM COOTHOIIIE-
HHUM BOJIA:COJb, paBHOM 1:2, uTo obOecrieynBaer
MUHUMAaJIbHBIE TIOTEPHU LIEHHOIO Kajus C Ipo-
MBIBHOHM Bozoi [4]. B crarbe mpuBeneHsl pe-
3yJbTaThl MCCIEOBAaHUS Ipolecca nepepadboT-
KM OTMBITOM KaJIMWHOM PYIbI C LIEJIBIO MOTyYe-
HUs 6€30a/TaCTHOTO KaTMHHOTO yAOOpeHusI.

MarepuaJibl 1 METOABI

OO0BeKTOM HCCIeIOBaHMUS SIBIISTIACH KapHA-
auToBas pyaa YelKapcKOro MeCTOpPOXKIIEHHUS.
Pyna conepxur, % macc.: Na,O — 8,47, KO —
14,04; CaO - 7,72; MgO — 5,55; SO,* - 26,58;
CIl' -18,77 [4]. OTMBIBKY pyabl OT coiieil Ha-
TpHUsl OCYILIECTBIISZIA METOJOM HEIOJHOTO pac-
TBOpeHus [5]. Onpenenenrie oNTUMAIbHBIX yC-
JIOBH OTMBIBKH PYIbl M3y4alld MyTeM JABYyX- U

TPEXKPATHON ITPOMBIBKM MaTOUYHBIM PACTBOPOM.
ITpokanky OTMBITOW pyAabl NPOBOJWIM B My-
denpHOI nieun npu Temneparype 550°C.

Pentrenorpaguueckuil aHanus mpood Kuja-
KO U TBEep10ii (ha3 BHIMOIHSITN C IOMOIIBIO CTa-
nuonapHoi ycranoBku JIPOH-3 ¢ Cu-K wu3ziy-
yeHneM. CozeprkaHue Kajblus, MarHus U XJo-
PHUI-UOHOB OIPENEISUIN XUMUYECKUM METOJ0M
10 CTaHAAPTHBIM METOAMKAM, a COACPKAHHUE Ka-
TSI M HaTpUS B TBEPAOH U )KUIKOH (a3ax mocie
OTMBIBKH PYZbl ONpPENEISUIA C MOMOLIbIO IUIA-
MEHHO-(poTOMeTprueckoro ananuzaropa [1DA-
378. Jlns MHKpPOCKOIIMYECKOIO CIEKTpaJbHO-
IO aHajau3a ChIpbsl UCIOJIb30BAINA PaCTPOBBIN
3J1eKTPOHHBINH MUKpockon JSM-64901V (Jeol,
SAnonus). uddepeHunanbHO-TEpPMUIECKHUHA
aHaJIN3 PyZbI IPOBOAMIIY C IOMOILBIO JEPUBATO-
rpaga Q-1500D.

Pe3yabrarsl u 00cyx1eHune

B NpOMBINITIEHHBIX YCIOBUSAX IMPOU3BOJI-
CTBO BOJIOPACTBOPUMBIX COJIEW Kajus, HaTpus
U MarHusi raJlyprudyeckuM CrocoOOM OpraHu3y-
€TCsl 110 CXEME C MMHUMAJIbHBIM BBOJIOM BOJIBI B
IIPOLIECC IyTEM HCIOJIb30BaHUS Ul PacTBOpE-
HUsI 00OPOTHOTO MAaTOYHOTO PAcTBOpAa BMECTO
BoAbl. [loaTomMy MBI m3yumin 3¢(eKTUBHOCTH
OTMBIBKU KaJIMIHOU PY/bI OT COJIEH HATPUs B pe-
JKUME JABYX- U TPEXKPATHON OTMBIBKH. /{151 3TO-
IO Ha BTOPOH CTaJuU OTMBIBKH HCIOJIb30BAJIN
IIPOMBIBHYIO BOJly I1OCJI€ OTMBIBKM BOJIOM, a Ha
TPETbEN CTaZluM — MPOMBIBHYIO BOJly CO BTOPOM
OTMBIBKH. /)11 3TOT0 NPUIIIIOCH OTMBIBATh OOJIb-
I10€ KOJIMYECTBO PY/Ibl, YTOOBI MOIYYUTH J1OCTA-
TOYHOE KOJIMYECTBO (PUiIbTpaTa Juist CIe Iy one
oTMbIBKH. [Iponecc n3ydanu B yCTaHOBIIEHHBIX
ONTUMAJIBHBIX YCJIOBUSAX OOOTaIIeHus! pyabl MO
KaJMITHOMY KOMIIOHEHTY IpU COOTHOIIEHUHU BO-
na:conb=1:2 npu temneparype 20°C B TeueHue
20 muHyT [4]. Pe3ynbprarsl IpeacTaBiIeHbl B Ta-
omuue 1.

Taoauna 1. CocTtaB oTMBITOH pyabl U (PUIBTPATOB MOC/€ OTMBIBKH

Conep:xanue KOMIIOHEHTa, % | Vcxonnas pyna ®a3a IlepBas oTMbIBKa Bropas ormbiBKa Tperbst 0TMBIBKA
K0 14,04 Sotas 502 X3 Fhi)
Na,0 847 e 78 75 1079
Ca0 .72 tias 0is Oir 0l
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[ponamxeHus TaOIUIIBI 1
MgO 355 Has 066 074 0%
SO” 26,58 Sonkan 5 BAL] Eh13
a D a— 1% 5

Kak BuHO U3 TaOIUIIBI, TPU OTMBIBKE PY/IbI
NEPBBIM (PUIBTPATOM MPOUCXOJUT yBEITUUEHUE
COIep)KaHUsl OKcHIa Kailusi B TBepiaou (ase c
14 o 14,3% 3a cueT NONOJHUTETBLHOTO PACTBO-
peHMs M3 Hee HaTPUEBBIX Cojel (QuiIbTparoMm,
Kotopelii yxke comepxur 3,02% KO u 7,84%
Na,O. IIpu 5TOM NPOUCXOMT BBICATMBAHKE Ka-
JUHHBIX coyiel (comeprkaHme KZO B KHUJIKOH a-
3e cHKkaeTcs 10 2,08%), a Taxoke cosiel HaTpusl.
CHuxeHue cofepxkaHHs B 0CaJIKe HOHOB XJIOpa C
2,08 1o 1,68% u Bo3pacTaHue UX B )KHUIKOU (aze
¢ 9,17 no 11,33% no03BOJIAIOT CYIUTh O TOM, YTO
IIPU OTMBIBKE PACTBOPSETCS MPEUMYIIECTBEH-
HO XJIOpUJ HaTpusl, a cyab(ar HaTpHs BbICAIIU-
BaeTcs B TBepAyio ¢a3zy. IlpoBenenue TpeTheit
OTMBIBKHM BBI3BIBAET CHIDKEHHE COJEP)KAaHUS B
ocaJike Kaliusg U yBEJIMYECHUE COAEp)KaHUS Ha-
Tpus 10 1,61%, 4To MPUBOAUT K CHUXKEHUIO -
¢dexTuBHOCTH OTMBIBKH. [loaTomy anst obecrme-
YEeHUsI BBICOKOH A(PPEKTUBHOCTH OOOTaleHUS
PYZIBI 10 KAJIHIO [eJIeCO00pa3HO MPOBOAUTH JBY-
KpaTHYI0 OTMBIBKY PYyZIbl MEPBBIM (HIBTPATOM
(IpOMBIBHOI1 BOJOHA).

ConepxaHue OKCHIa KalbIs B TBEPIOH U
KHUJIKOU (pa3ax MPaKTHUECKU OJMHAKOBO BO BCEX
pEeKUMaxX OTMBIBKH, UYTO OOBSICHSIETCSl O4EHb HU3-
KOM pacTBOPUMOCTBIO COJIEHM KaJbLiUs B BOZAE U
BOJIHO-COJIEBBIX PACTBOPAX, U MPUCYTCTBYIOIIMIA
B MCXOZIHOM pyZe TUIIC BECh OCTAETCs B HEH, a B
pactBope ocraercs CaO B mpezenax pacTBOpH-
MOCTH cyibdara Kanblus, T.e. He 6onee 0,13%.
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DTO0 MOATBEPKIAET U aHAJIOTUYHOE HEM3MEHHOE
coliepkaHue cynb(haT-uoOHOB B TBEPAOH M KUJ-
Kol (hazax.

ConepkaHue MOHOB MarHus Takke coxpa-
HSIET MPAKTUYECKU MOCTOSTHHOE 3HAUYEHUE He3a-
BHCHMO OT PEXHMMa OTMBIBKH KaK B OCaJKe, TaK
U B QUIbTpaTe, mpudeM OoJbIasi Y4acTh MarHus
ocTaetcs B pyze. Hebonbioe nsMenenue couep-
JKaHUSI TOTO MOHA B TPEThEi MPOMBIBKE TaK-
K€ TOBOPHUT O HEOOXOTUMOCTH BHIOpATh OMTH-
MaJbHBIM PEXKHUMOM IBYKPAaTHYIO OTMBIBKY pYy-
JIbI TIEPBBIM (PUITBTPATOM.

06 > heKTUBHOCTH OTMBIBKH TOBOPAT TaK-
e pe3ylbTaThl PEHTIeHOTpadUIEeCcCKOro aHaju-
3a pyasl Oce BTOPOi OTMBIBKU. Ha peHTreHo-
rpaMMe (pUCYHOK 1) OTCYTCTBYET MHTEHCUBHBIMA
nuk (d=2,81; 1,99; 1,26), unenrudunupyromui
TaJIUT, KOTOPBI TPUCYTCTBYeT HA PEHTIEHO-
rpaMMe IpUpoAHON comu. Bmecrte ¢ Tem B coc-
TaBe OTMBITOH PY/IbI OTUETINBO UICHTUDUIIPY-
I0TCSl KapHAJUINT, ITIa3€PUT U THUIIC, TaK K€ KaK U
B UCXOAHOU pyzne [3].

CriekTporpamMma pyJibl OCjie BTOPOii OTMBIB-
K4, nonydyeHHas Ha POM (pucynok 2, ctp 17),
TaKKe CBHJIETEIbCTBYET 00 OTCYTCTBUU B COCTa-
BE€ OTMBITOM py/bl HaTpUs U XJopa. Conepkanue
kanpuust 17,6-19,4%, mnpakTuuecku COOTBET-
CTBYIOIIEE pe3ylbTaraM XHMHUYECKOTO aHaJH-
3a, U cepbl 18,5-18,7% mo3BossieT onpeaenuThb
OpPUEHTUPOBOYHOE COJIEpIKAHUE CyTb(ara Kaib-
1Us B OTMBITOH pyne = 60%.

Pucynox 1 — Penmeenocpamma
L OMMBIMOU KATUUHOU PYObl
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L
JJieMeHT Becosoii % AtomHuBbI# %
o 54.26 72.06
Mg 2.77 242
Al 0.19 0.15
Si 0.53 0.40
S 18.75 12.43
5.90 3.21
Ca 17.60 9.33
Hroro 100.00 MNonHaa weana 6483 umn. Kypoop: 0.000
DneMeHT Becogoit % AtomHBIH %
o 55.35 73.03
Mg 2.26 1.97
Al 0.23 0.18
Si 0.62 0.46
S 18.52 12.19
3.59 1.94
Ca 19.42 10.23 T : T
Uroro 100.00 Monkas mrcani 7101 vman, K4\,-'pc:0p: D.DDDB ; " 12.(35

Pucyrnok 2 — Cnekmpoepammsl ommulmoti pyovl

Pesynbrarel  quddepeHnnaibHO-TepMUudec-
KOTO aHaJIM3a py/Abl NPUBEIECHBl HA PUCYHKE 3.
Cnalpiii sHHOTEpMUUECKHN >PdekT B obmactu
100-200°C cBsi3aH ¢ ygajeHueMm aacopOupoBaH-
HOMW BOJIBI U3 MEXKPUCTAIITMUYECKOTO MPOCTPaH-
CTBa U C JeTUAparanueil runca. 3Ha4uTeIbHbIHI
SHJI0TepMUYECKH 3¢ (ekT 3ahuKCUPOBaH B UH-
tepBajne temneparyp 350-420°C c¢ cyuiecTBeH-
HBIM yBEJIMYEHUEM TIOTepU Macchl 00pasia, 4To

BBI3BAHO yAAJIEHUEM KpPUCTaJUIM3AIIHOHHOW BO-
Ibl TIPU PA3pyIICHUU CTPYKTYpPhl KPHCTAIIOB
KapHaJUTUTa M KU3EpHUTa, a dHI0IPPEKT B HH-
tepBaje 470-530°C cooTBeTCTBYET Aerujapara-
WU monuranuta. TakuM oOpa3oM, pa3pylieHHe
CTPYKTYPBI KPUCTAJIOB PY/ABI B pE3yabTaTE MPO-
KaJIKU MOXET CIIOCOOCTBOBATH BBICBOOOXKICHUIO
WHIUBUAYATBHBIX COJIEH, XOPOIIIO PACTBOPHUMBIX
B BOJIE.
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Pucynox 3 — [lepusamozpamma ommuimoii pyowi
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Jns nanbHeimed nepepaboTKM OTMBITOM
pyasl B ynoOpeHus MoiyuyeHHbIH oOpasel moj-
BEprajud pacTBOPEHHMIO B BOAE IpU TeMIIEepa-
type 50°C B teuenue 15 munyt. Kak nokasa-
JU pe3yabTarhbl, OJHAKO, PACTBOPUIIOCH TOJIBKO
25% conn, a B pacTBOp NEPELUIO OCTATOYHOE
KOJIMYECTBO HEOTMBITOIO HATpHsl M 4acTh Ka-
nust. TTpombisaas Bona conepxur 0,37% Na,O u
0,98% K,O, 4T0 TOBOPUT 0 HHU3KOH >PHeKTHB-
HOCTH IIEpEBOJA COJIEH KalWs M MarHusl B pac-
TBOP. DTO CBSI3aHO, BEPOSATHO, C MPUCYTCTBUEM
B COCTaBE pyAbl KPUCTAJUIOTUAPATOB JBOMHBIX
CoJIEH, KOTOpBIE SIBJISIOTCS TPYAHOPACTBOPUMBI-
MU B BoJe. [ToaToMy oTMBITYIO pyIy OABEpranu
npokaike npu 550°C ns pa3pyLieHust Kpucrai-
JMYECKOHN PELIETKU ITUX COENUHEHUN U TEM ca-
MBIM IOBBILIEHHS] PACTBOPUMOCTH COJIEH B COC-
TaBe OTMBITON PY/BI.

1,64
182

TEnut i

AA
s g 482 740

54 52

2 60 56 50 48

Pesynpratel  peHTreHo(asoBoro aHamsa
MIPOKaJICHHOU Py/bl CBUAETEIBCTBYIOT O (JOPMHU-
poBaHMU OE3BOJIHBIX COJIEH B pe3yibTare mpo-
kaiku. Ha pentrenorpamme (pucyHok 4) He o0-
Hapy)KMBaeTCA HaTU4KMe KapHAUIUTA U TUIICA B
coctaBe o0pasiia, Ipyu 3TOM OTYETIMBO UJECHTH-
GUIUPYIOTCS WHIWBUYaTbHBIE COU — CHIIbBUH
(d=3,16;2,22; 1,82), cynbdart Maraust (KU3epuT)
(d= 3,38; 2,55; 4,82), auruapur (d= 3,49; 2,85;
1,64), a Takxke MOIYTHIpaT Cyib(ara KaabIHs
(d=2,99; 2,8). HemsmeHHBIM OCTaeTCs B COCTa-
Be mnazepur (d= 2,9; 2,06; 4,07).

[IpokaneHHyro pyay pacTBOPSIIN B BOJIE IPU
temneparype 50°C B Teuenuwe 15 MHHYT mpu
COOTHOIIIEHUH Boja:conb=2:1. XKuakyto u TBep-
ayro (asy ananusuposanu Ha coaepxanue K O,
Na,O, Ca0O, MgO, SO 42', CI'. Pesynbratsl npej-
CTaBJICHBI B TAOIHIIC 2.

338

4,07

4,20
- 4,82

3,49

W»i WA

32 36 M

Pucyrok 4 — Penmeerozpamma npoxkaieHHot Oommulmou pyosl

Taoauna 2. Cocras :KuaKoi 1 TBepaoii (has mocsie pacTBOpeHMsi NPOKAJICHHOM PyAbl NPH

Temneparype 50°C
ConeprxaHue Hcxonnas OTMBITas IIpokanennas ®da3bl NOCIe PACTBOPEHUS Crenens nepexoaa B
KOMITOHEHTa, % pyaa pyaa pyaa NpoKaJenHoii pyabl KUIKy10 hasy, %
Teepnas Kunkas

KO0 14,04 14,30 15,96 9,69 2,19 42,09
Na,O 8,47 1,25 2,52 0,05 0,64 97,97
CaO 7,72 17,42 19.30 274 0,01 0,12
MgO 5,55 7,40 8,95 5,65 1,91 48,02
SO - 26,58 59,13 62,12 52,3 11,7 41,81

Cr 18,77 1,68 1,51 0,28 0,55 86,11
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CpaBHUTENBHBIN aHAIU3 COCTaBa OTMBITOMN
U IPOKAJIEHHOM Py/bl OCJIE €€ PACTBOPEHMSI 10-
Ka3bIBaET, UTO COAEpKAHUE OKCHJIOB KaJlus, Ha-
TPHsl, MAarHKSL U KaJIbLIMsI BO3pAcTaeT BBULYy KOH-
LIEHTPUPOBAHMSI PY/Ibl IIOCIIE €€ IPOKAJIKHU C yAa-
JEHHEM KpHCTaJUIM3allMOHHOW Boasl. Bmecte ¢
TEM nociie pactBopenus B Boae npu 5S0°C nauiub
OKOJIO TIOJIOBMHBI COJIEM Kallusl U MarHus Inepe-
xomuT B pactBop. Tak, crenens nepexona K,O
B pactBop cocrasiset 42,09%, MgO — 48,02%.
CoctaB )uakoil (as3bl CBUAETEIBLCTBYET O TOM,
YTO PAcTBOPSIIOTCS B OCHOBHOM Cynb(aThl Ka-
JMs U Mar"usi, IpUYeM pacTBOPSAETCS IMPAKTH-
YECKU BCE OCTAaTOYHOE KOJIMYECTBO XJIOPHA Ha-
Tpus. Ha 3T0 yKka3bpIBalOT cTENEHW Nepexoaa B
KHUIKYIO0 a3y noHoB HaTpus 97,97% u xmaopun-

noHoB 86,11%. HepacTBopuMbIii cyabdar Kajb-
IIUsl HEU3MEHHO OCTAeTCs B TBEPIOH (aze, 0 ueM
CBUJICTEILCTBYET DIIEMEHTHBIH COCTaB M CIICK-
Tporpamma, moiayueHHbie Ha POM (pucyHok 5).
Pentrenorpamma TBepmoit  ¢asel  (pucy-
HOK 0), TIOJTy4€HHO MMOCJe pacTBOPEHUS MPOKa-
JICHHOW pPy/bl, TOKA3bIBAET MPEUMYIIIECTBEHHOE
cofepkaHue OE3BOAHBIX COJICH KaJbIlHsl, Kalus
u Maraus. Tak, Ha peHTreHoTpaMMe UACHTH(U-
nupytorces cunbBuH (d= 3,16; 2,22; 1,82), cynb-
dar maraus (kuzepur) (d= 2,05; 3,38; 4,82), an-
ruaput (d= 3,49; 2,85; 1,64), tnazepur (d=4,07;
2,9; 2,06) u xapuamut (d= 3,86; 3,25; 3,03).
[TomyueHHbIe pe3ynbTaThl MO3BOJSIOT Clie-
JaTh BBIBOJ, YTO TEPEBOJ COJNEH Kalus U Mar-
HUs B pacTBOp npu temueparype 50°C asnsercs

DneMeHT Becosoit % AtomubIH %
(0] 55.38 73.24
Mg 1.65 1.43
Al 0.25 0.20
Si 0.71 0.54
S 18.00 11.88
K 3.06 1.65
Ca 20.94 11.06
Hroro 100.00

MonHaa weana 4549 Wean. Kypoop: 0,000

T T T
2 4 B 8 10 12
==

Pucynox 5 — Cnexmpozpamma npoxanentoti pyosl nociie pacmeopeHus
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Pucynox 6 — Penmeenozpamma npoxaieHHo pyovl NOCLe pacmeopets
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HedPPEKTUBHBIM, MTOCKOIBKY Oojee 50% MOHOB
KaJMs ¥ MarHusi ocTaeTcs B TBepoil (haze, u no-
JYy4YeHHBIH pa30aBlIeHHBII pacTBOp HeleIeco-
o0pa3Ho mepepabarbiBaTh B MUHEPAIbHOE YIO-
Operne. C y4eToM BBICOKOTO TEMIIEPATYPHOTO
K03((UIeHTa PaCTBOPUMOCTH CyIb(aToB Ka-
JIUSl 1 MarHus, XapaKTepU3YIOIEro yBEIMUEHUE
pPacTBOPUMOCTH C TIOBBIIIEHUEM TEMIIEpaTy-
PBI, CIELYeT U3yYNUTh PACTBOPEHUE JAaHHOU pY-
Il TIpH OoJiee BbICOKOM Temmeparype. [loatomy
ObUI MCCIIEIOBAH MPOLECC PACTBOPEHUS MpPOKa-
JEHHOW pyabl Bonoil npu temmneparype 90°C u
M3y4eHa KMHETHKA 3TOro Ipolecca Mo COCTaBy
XKUJIKOW U TBepaoil ¢a3. PacTBopeHue mnpoBo-
JWIN Tak K€, KaK B IPEIbIAYIIEM ONBITE, NPU
COOTHOULIEHMH BOJA:coiab=2:1 B MHTEpBaje Bpe-
MeHu 30-60 MMHYT ITpY IOCTOSTHHOM TeMIIepary-
pe, NOAEPKUBAEMON LUPKYIISIIMOHHBIM TEPMO-
crarom LOIP-200, B peakrope ¢ memankoi. 1o
OKOHYAHUU IIpoliecca pas3/ieieHHbIE KUIKYIO U
TBEpAYIO (a3bl TAKKE aHATM3UPOBAIN HA COJIEP-
xanune K 0O, Na O, CaO, MgO, SO 42. Pe3zynbraret
UCJIeIOBaHMS MIPEJICTABIICHBI B TabIuIe 3.

Taonuna 3. Cocras (a3 nocjie pacTBOpeHust
MPOKAJICHHOH pyabl npu Temneparype 90°C

Conepxanue | Pasza nocie Bpems pacTBOpEHHs, MHH.
KOMIIOHCHTA, | PaCTBOPCHUS
% pyabl 30 45 60
TBepAas 8,63 8,49 6,21
K,0
JKHJIKAs 2,64 1,93 1,98
TBEpast 0 0 0
Na,0 P
JKHIKAs 0,60 0,61 0,50
TBEpas 20,4 21,0 21,8
Ca0 P
JKUIAKas 0 0 0
TBepas 2,41 5,10 5,40
MgO
JKHIKAst 2,30 1,35 0,70
TBEpaas 55,1 58,8 60,1
SO P
JKHIKast 9,20 8,71 5,90

Kak cnemyer u3 tabnuuel 3, mocie pacTBo-
penus npu remneparype 90°C B reuenue 30 mu-
HYT B XKHUIKYI0 a3y mepexonuT Oojblle HO-
HOB KallUsl M MarHus, 4eM Npu TemIeparype
50°C, no Bcero Ha 20%. C yBenuyeHueM Bpe-
MeHu npouecca oT 30 o 60 MUHYT coaepxka-
HHUE OKCHJA Kallusi B TBEPIOM (pa3e CHIKAeTCS
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oT 8,63 10 6,21%, 4TO BBEI3BAaHO BBLICAIMBAHHEM
MOHAMU MarHusi, CoAep:KaHue KOTOPbIX BO3pac-
taet ot 2,41 no 5,4%. Ilpu sTom 3amemsercs
Mepexo/1 B )KUIKYIO (ha3y ATHX HOHOB. BmecTe ¢
teM npu Temneparype 90°C MoHbI HaTpus MOJI-
HOCTBIO TEPEXOJSAT B PACTBOP HE3aBUCUMO OT
BPEMEHHU pacTBOpeHHMs. Takke BeCh KaJlbLIM
OCTaeTCs B pyle HE3aBUCUMO OT BPEMEHHU IpO-
necca. Takum 00pazom, MOBBINIEHUE TeMIIepa-
Typbl PAaCTBOPEHHUS PYAbl BOJON HE MPHUBEIO K
CYILIECTBEHHOMY YBEJIMUEHUIO CTETIEHH IMEPEeXo-
Jla B pacTBOP COJIEH KaJIUsl U MAarHus, B YaCTHO-
CTH Cynb(haToB, KOTOPBIEC SBISIOTCS LEIEBBIMU
KOMIIOHEHTaMH JJIsl MOJIyYeHUs! MUHEPaIbHOTO
yaoopenus. [loatomy asist JOCTHUKEHHS TTOTHOTO
pacTBOpPEHUS JaHHBIX coliel TpeOyeTcs mpume-
HATBH JIPYTHE CIOCOOBI, CBSI3aHHBIE C XUMHUYEC-
KHMH TIPEBPALICHUSMHU.

3akioueHue

Jlna  ompeneneHus ONTHMAJIbHOTO PEXH-
Ma oOoramieHusi KaJuiHON pyasl MecTOpOoXie-
Hus Yenkap 1o Kanuro u3ydeHa 3pQpeKTUBHOCTD
JBYX- U TPEXKPAaTHON OTMBIBKH PYIbI OT COJEH
HaTpusl. YCTaHOBIIEHO, YTO IeJIeco00pa3Ho Mpo-
BOJIUTH JIByKPAaTHYIO OTMBIBKY PY/Ibl IPOMBIBHOM
BOJIOM, NpU KOTOpOW obecreunBaeTcs MaKCH-
MaJbHOE COAEPIKAHUE B PY/I€ KAl U MUHUMAaJlb-
HOE coziep kaHue coneil HaTpusi. DPPEeKTUBHOCTD
OTMBIBKU NOATBEPKAAECTCS PE3YJIbTaTAMH PEHT-
reHorpauyecKoro aHain3a pyasbl Mocie BTOPOit
orMbIBKH.  uddepenunanbHO-TepMUIECKIM
aHAJIM30M II0KAa3aHO, 4YTO NPU HArpeBaHUM py-
el 7o Temneparypsl 550°C nmpoucxoguT Jeru-
JpaTanus KpUCTAIJIOTUAPATOB MUHEPAJIOB, BXO-
AKX B cocTaB pyabl. IIpokanka pyasl npu-
BOJIUT K BO3PACTAHUIO B €€ COCTaBE OCHOBHBIX
KOMIIOHEHTOB. PacTBOpeHMe POKaIEHHOU Py/Ib
npu temneparypax 50 u 90°C npuBoaMT JIUIIb
K YaCTMYHOMY IIEPEXO/y B pacTBOp COJEN Ka-
JUS M MarHus IpU MOJHOM PacTBOPEHUM OCTa-
TOYHBIX KOJIMYECTB cosield Harpus. g moctu-
KEHUS TOJIHOTO PACTBOPEHUS CYIb(paToB KajHsl
U MarHus, SBISIOLIUXCS 1EJIEBBIMH KOMIIOHEH-
TaMU JJIsl TIOJIyYeHHUs] MUHEPaJbHOro yaoope-
HUS, TpeOyeTcss M3yYUTh XUMHUECKHE METOJIbI
IIPEBPALLEHUS.
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INVESTIGATION ON THE PHYSICO - CHEMICAL PROPERTIES
OF MAGNETIC CLAY COMPOSITES

ONALBEK G.S.!, ASKAPOVAB.A.!, MUSABEKOYV K.B.!, VASIN K.A.?
'Al-Farabi Kazakh National University, 050000, Almaty, Kazakhstan
Satbayev University, 050000, Almaty, Kazakhstan.

Abstract. This article studies the main physical and chemical properties of magnetic clays. Structural
changes in magnetic clay composite suspensions were evaluated by measuring the permittivity through direct
measurement of the sensor capacitance and through computer measurement of the frequency of the electric
signal inversely proportional to the sensor capacitance. Natural bentonite clay of the Tagan field (East
Kazakhstan region) was used in this study. Magnetite synthesized by the method of co-precipitation of iron
salts with magnetite-clay composites. Different compositions of clay-magnetite compounds were investigated
to study the magnetic properties of the samples. According to the study, with the increasing of magnetite in the
composition the magnetic properties increase. However, increasing the magnetite in the composition leads to
lose the stability of the suspension. The stability of the suspension also investigated by measuring of the size of
the particles. Depending on the findings of the study 20% magnetite-clay composition was the optimal value
for the magnetic solution.

Key words: magnetic properties, bentonite, magnetic permeability, magnetic particles.

MATHUTTI CA3bI KOMITOZUTTEPAIH ®U3UKA-XUMUAJBIK
KACHETTEPIH 3EPTTEY

OHAJBEKTI.C.'!, ACKAIIOBA B.A.!, MYCABEKOB K.B.!, BACHUH K.A.?
'On-Dapabu ameinoazer Kazax ¥immuix ynusepcumemi, 050000, Anmameot, Kazaxcman
’K.U. Combaes amvinoasvl Kazax ¥immulx mexHukaivlk 3epmmey yHugepcumemi,
050000, Anmamul, Kazaxcman

AHnoamna: byn maxanada machummik cazoapovly Hezizei (Qu3UKa-XUMUAIbIK Kacuemmepi 3epmmeninoi.
Maenummix caz0bl KOMROZUYUATLBIK CYCREH3UANAPObIH KYPLLILIMObBIK 032epicmepi CeHCOPOLIH CollibIMObLIbIZbIH
miKenel eauey HoHe MASHUMMIK omKizeiumicin eawey apkvlivl sepmmeninoi. Ocvl 3epmmeyoe Taean xeu
opruinvly (Llvizeic Kazakcman obnvicel) mabueu dGenmonummi cazvl navoananvliovl. Maenemum memip
MY30aPbIH MACHEMUM-ca30bl KOMNO3ZUmMmepmeH Oipee myHObipy 20icimeH cunmesoeneoi. Yaeinepoiy macHummix
Kacuemmepin 3epmmey YUiiH CA3-MA2HEeMum KOCbLIbICIAPbIHbIY IPMYPIl KOMNOZUMMePT Kapacmoipbliobl.
3epmmeynepee caiixec, KOMNO3UYUAIALLL MACHEMUM KYPAMBIHbIY JCOAPLLIAYLIMEN MASHUMMIK Kacuemmep
apmaoul. Ananioa KoMno3uyus0agvl MasHemummin JHcoApblIAYbl CYCHEHIUAHBIY MYPAKMbLIbIZbIH HCOANMY2A
akenedi. CycneHsusnvly mypakmolivbiabl 06aueKxmepoiy Moaumepin oauey apkulivl 0a 3epmmendi. 3epmmey
Homudicenepine oainanvicmul 20% masnemum-cas Kypamvl MA2HUMmMIK epiminoi yuin o4maiiivl MoH 60710bl.

Tyiiinoi co30ep: macHummik Kacuemmep, O€HMOHUM, MASHUMMIK OMKI32iuimiel, MazHummixk oeauexmep.
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UCCJIEJOBAHUE ®U3UKO-XUMHNYECKHUX CBOUCTB KOMIIO3UTOB
MAT'HUTHBIX INIMH

OHAJIBEK I'.C.', ACKAIIOBA Bb.A.!,; MYCABEKOB K.b.', BACUH K.A.2
'Kazaxcrxuu Hayuonanwvuwiil ynusepcumem umenu anv-@apadbu 050000, Anmamol, Kazaxcman
’Kaszaxckuti HayuonanoHolil ucciedosamenbCKull mexHUYeCKull YyHUeepcumenn
umernu K. U. Camnaesa, 050000, Aimamot, Kazaxcman

Annomayusa. B cmamve uccredyromcsi OCHOBHble (DUBUKO-XUMUYECKUE CBOUCNBA MACHUMHBIX 2IUH.
Cmpykmypuvie UsMeHeHUsl 8 CYCNEH3UAX MACHUMHO-2TUHUCIBIX KOMNOZUYUOHHLIX MAmMepuanog oyeHueanu
nymem uzmepeHus J1eKmpuieckol nPOHUYAeMOCU Nymem NPsamMo20 U3MepeHUsi eMKOCIU Oamuyuxa u nymem
KOMNBIOMEPHO20 UBMEPEHUs YACMOMblL INEeKMPUYECKO20 CUSHALA, OOPAMHO NPONOPYUOHATILHOU eMKOCHmU
damuuxa. B ucciedosanuu ucnonib308aiacs npupooras OeHmoHumosas 2iuna Taeanckoeo mecmoposicoeHus
(Bocmouno-Kazaxcmanckas —obnacms). Machemum cuHmesupo8arn MemoOOM COOCANCOEHUs.  cofell
Jicene3a ¢ MACHUMHBIMU-TUHUCIBIMU KoMno3umamu. boliu ucciedosamvl pasiuunvle cOCMAgbl 2MUHUCTO-
MACHEMUMOBbIX COCOUHEHUUl O U3VHeHUs MAZHUMHBIX ceolcms oOpazyos. Co2nacho uccied08aHur, ¢
VeenuueHueM COOEPHCAHUL MASHEMUMA 8 COCMmage MazHummuswle ceocmesa ygeruuusaomces. OOHAKo ygenudenue
KOUYeCmea MazHemuma 8 Cocmase npugoount K nomepe ycmouuugocmu cycnensuu. CmabuibHoCmb CyCneH3uu
makaice UCCIed08aIU Nymem usMeperus pasmepa vacmuy. B 3asucumocmu om pe3yibmamos uccied08anus
20% macHemum-2iuHUCMblL COCMAG ObLI ONMUMALHBIM 3HAYeHUeM OJi MAZHUMHO20 PACMBOPA.

Knruesnvte cnosa: macnumnvie CGOﬁCWlG(l, 6eHm0Hum, MACHUNMHAA NPOHUYAEMOCNTb, MACHUMHbLE YACMUYbL.

Introduction

Nowadays, the study of water-based
magnetic fluids is one of the interesting topics on
the scientific field. Water-based magnetic fluids
(MF) and magnetite, used as a dispersed phase
in a magnetic fluid, are practically harmless to
the human body, and water is a unique medium
with a number of anomalous properties.
Therefore,water-based magnetic fluid is an
interesting object for use in medical purposes [1].

Magnetic fluids have a unique combination
of fluidity and the ability to interact with a
magnetic field. Their properties are determined
by a set of characteristics of its constituent
components (solid magnetic phase, dispersion
medium and stabilizer), varying which, within a
wide range, the physicochemical parameters of
MF can be changed depending on the conditions
of their application. A list of many of these
characteristics was given in a number of works
[ 2-3], however, the main colloidal-chemical
property that determines the conditions for using
MF as intended is the aggregative stability of
this colloidal system in combination with a high
dispersion of the magnetic phase.

Currently, a lot of research is being carried
out in this direction [3-5]. So, for example, with
the help of magnetic fluid, drugs are delivered to
the targeted area, biologically compatible water-

based magnetite liquids with ascorbic acid as a
stabilizer were created, which were injected into
blood vessels, magnetically controlled liposomes
were obtained, in which fine particles of magnetite
were simultaneously encapsulated with a drug
[6].The use of magnetic fluid and ophthalmology
is patented, in particular for the treatment of
retinal detachment [7]. Magnetic sorbents, which
have the general name "ferrocarbon", obtained on
the basis of carbon with included iron particles,
are described [8]. Magnetic particles are used
to create artificial muscles, magnetic fluids,
magnetically controlled adsorbents [9-10]. Of
great interest is the use of magnetic particles
in medicine for the delivery of drugs to organs
[11-12]. Recently, bentonite clays, in particular,
montmorillonite particles bearing magnetite
nanoparticles (Fe,0,), have been used quite often
as magnetic particles.

Materials and methods of research

X-ray diffraction analysis of a sample of
this clay was carried out on an automated
DRON-3 diffractometer with Cu,_ - radiation,
B-filter. Conditions for recording diffraction
patterns: U = 35 kV; I = 20 mA; shooting 0-20;
detector 2 deg / min. The quantitative ratios
of the crystalline phases were determined.
Interpretation of diffractograms was carried
out using data from the ICDD card index: the
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database of powder diffractometric data PDF2
(PowderDiffractionFile) and diffractograms of
minerals free of impurities. The research results
are presented in Table 1.

Table 1. Results of semi-quantitative X-ray
phase analysis of crystalline phases

Phase Formula Concen-

name tration, %
bentonite | (Na,Ca),,(Al,Mg),Si,0, (OH), xH,0 97.7

silica SiO, 2.3

Montmorillonite was dispersed in water
at pH = 7 and fractionated by sedimentation. A
fraction stable for 1 day with an average particle
diameter of 1.9 + 0.2 um was used.

Samples of magnetite-clay (MC) composites
were obtained according to the modified method
of Elmore [13] by chemical condensation,
which is based on the reaction2FeCl,- 6H,O +
FeSO,- 7TH,0 + 8NH,OH —Fe,0,| +6NH,Cl +
(NH,),SO, +23H,0

The reaction was carried out at a ratio of
salts Fe +3/Fe +2 2: 1, with a 1.5-fold excess of
ammonium hydroxide and with stirring of the
solution in order to limit the growth of particles
when obtaining a highly dispersed precipitate. To
obtain clays, according to the Elmore method,
the amounts of the initial salts of iron (II, III)
were taken on the basis of the stoichiometry of
the reaction of obtaining magnetite according to
the Elmore method (in an equivalent ratio). Since
the theoretical mass of the magnetite formed as a
result of the reaction is known, and considering
that the same amount of it should have been
formed "inside the structure" of the clay, to obtain
magnetic clays, theoretically containing 5, 10, 20
and 50% magnetite, we took the corresponding
weighed portions of clay.

Sedimentation analysis was performed. The
particle size was determined using a ZetaSizer
device (Malvern) [14].

The stability of the magnetic hydro
suspension was studied by the kinetics of
changes in its optical density (D) [15]. The
optical density (A) was measured on a PD-303
spectrophotometer (Japan) at a wavelength of
540 nm with constant slow stirring of the system
with a magnetic stirrer.
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The magnetic permeability was measured
using a computer measuring complex using a
controller-"USB - frequency meter PM 732" [16],
the software of which shows the signal frequency
on the monitor screen inversely proportional to
the dielectric constant of the measured substance.
For this, the measuring capacitor was included
in the circuit of the electric pulse generator. At
each value of R, by measuring the frequency of
generation with a filled measured substance, its
relative magnetic permeability is calculated. It
should be emphasized that important parameters
of magnetic substances are relative magnetic
permeability p, magnetization I, magnetic
moment of domains and etc.

Results and discussion

Determination of the particle size of the
dispersed phase and the construction of particle
size distribution curves are the essence of the
analysis of variance.

According to the results of sedimentation
analysis, the preferred particle size of
montmorillonite was 1-2 microns. The results of
the studies are shown in Figure 1.

P,mm

0 10 20 30 40
time, min

1 - bentonite clay, 2 - composite MC 5%, 3 - composite MC 10%,
4 - composite MC 20%, 5 - composite MC 50%, 6 — magnetite

Figgure 1. Sedimentation curve of deposition of 0.05%
suspensions of composites of MC and pure magnetite

As can be seen from the figure 1, pure clay
has the lowest rate of sediment accumulation
(curve 1), with an increase in the magnetite
content, the rate of particle settling and their
accumulation increases (curves 2 - 6). It was
found that the original clay is characterized by
a wide particle size distribution (r = 0.1 = 7.8
um). Differential particle size distribution curves
results are shown in Figure 2.
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1 - bentonite clay, 2 - composite MC 5%, 3 - composite MC 10%,
4 - composite MC 20%, 5 - composite MC 50%, 6 — magnetite

Figgure 2. Differential curves of particle size distribution in
aqueous Suspensions

It was found that the original clay is
characterized by a wide particle size distribution
(r=0.1 = 7.8 um).The introduction of magnetite
particles into clay leads, on the one hand, to a
shift of the maxima of the differential distribution
curves of particles in the region of small values
of 1, to a narrowing of these curves.

In other words, in the presence of magnetite,
the particles of bentonite clays become more
monodisperse and finer than the original clay.
This may be due to an increase in the density of
clay particles and a decrease in their swelling
when introducing magnetite.

To study the effect of water-soluble polymers
(WSP) on the stability of a hydrosuspension
of magnetic clays obtained by the formation
of magnetite (Mgt) Fe,O, nanoparticles in the
interpacket space of Na - montmorillonite. More
accurate information on the flocculating effect
of the considered polyelectrolytes was obtained
by studying this process spectrophotometrically.
The research results are shown in Figure 3.
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02 —x x —X=5
—x—6
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1 - bentonite clay, 2 - composite MC 5%, 3 - composite MC 10%,
4 - composite MC 20%, 5 - composite MC 50%, 6 — magnetite

Figgure 3. Kinetics of the change in optical density (4540) of
a hydro suspension of the MC composite with the addition of
sodium alginate and chitosan of various concentrations

It was found that at a concentration of
0.25%, both WSP significantly stabilize 0.05%
hydrosuspension of magnetic clay composites.
Chitosan at the same concentration has no
significant effect on the stability of the suspension
under consideration.The condition for effective
stabilization of particles is the compatibility
of the ferro phase, stabilizer and dispersion
medium, while the best stabilizers are substances
such as Na alginate in 0.25% concentrations,
which dissolve well in the dispersion medium.
Stabilization is explained by a decrease in the
surface energy of dispersed particles and an
increase in the absolute value of their electro
kinetic potential, as well as due to structural-
mechanical and steric factors.

The experimental data on the magnetic
permeability of MC composites are shown in
Figure 4.
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1 - bentonite clay, 2 - composite MC 5%, 3 - composite MC 10%,
4 - composite MC 20%, 5 - composite MC 50%, 6 — magnetite

Figgure 4. Dependence of magnetic permeability on time of 5%
suspensions of MG composites

Figure 4 shows that with an increase in the
concentration of magnetite in the composition
of clay composites in a ratio of 5, 10, 20,
50%, the values of the magnetic permeability
are increased. This is due to the different ratio
between the components of the conductivity
due to the mobility of the magnetic particles.
Magnetic susceptibility is the proportionality
coefficient between magnetization and the
external magnetic field that created it, and is
numerically equal to the ratio of magnetization
to magnetic field strength. Most iron minerals are
ferromagnetic (magnetite, titanium-magnetite,

25



o BECTHMK KA3AXCTAHCKO-BPUTAHCKOIO TEXHNYECKOIO YHUBEPCUTETA, N°3 (58), 2021 o

pyrrhotite, etc.). Thus, the magnetic properties of
composites of magnetic clays show the influence
on the formation of the mesostructured not only
in strong fields, but also in the geomagnetic field.

Conclusion

The experimental results obtained using a
complex of modern physicochemical methods
and their interpretation allow us to draw the
following conclusions:

It was found that the values of the maximum
magnetization of composites synthesized by the
Elmore method significantly exceed the values
of magnetization for samples containing iron

oxide in the form of Fe,O,. It was shown that
the use of composites containing Fe,O, makes
it possible to obtain materials with pronounced
magnetic properties at a low iron content, which
is explained by the presence nano-sized particles.

The introduction of magnetite particles
into the structure of bentonite clay leads to a
decrease in the stability of hydraulic suspensions
of composites and a decrease in the size of
composites, which is caused by an increase in the
density of clay particles and a decrease in their
swelling upon the introduction of magnetite.
Magnetic properties of fluid increased by adding
more magnetite.
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PREDICTION OF STOCKS USING MACHINE LEARNING METHODS

BEXULTAN Y. M.
Kazakh-British Technical University, 050000, Almaty, Kazakhstan

Abstract. Retail trade or retail is a sale of certain goods to the end consumer or intermediary for further sale,
which is implemented through trade in specially equipped premises, through personal sales, etc. Also, retail
trade is a commodity exchange process aimed at meeting the demand of customers.

In addition, the retail sector currently occupies a leading position in terms of the intensity of development of
the CIS countries economy. Excellent indicators have been achieved and many companies have reached a new
level of trading. By about 2005, more than a dozen major retail chains had passed the billion-dollar milestone
in terms of annual net revenue, and this is in dollars. The turnover of individual stores and retail facilities
competed with some industrial enterprises with solid turnover and production bases.

Thus, we can claim that the sphere of trade affects the growth and development of related industries. The product
promotion chain involves the participation of customers and their demand, as well as other participants in the
process. Moreover, the development of trade requires sellers to pay more and more attention to working with
the product range and inventory balances. Working with inventory and product balances is a main issue for
many retailers. And the many companies needed to make sure that there is a sufficient quantity of goods in the
warehouse. Another point is that, exclude overstocking, because this is also one of the problems of retailers
with a high degree of accuracy is required to make decisions.

To sum up, making decisions in inventory management directly affects sales volumes, logistics costs, revenue,
profit, and profitability. Inventory prediction is a necessary task to maintain an optimal level of inventory. |
would like to note that the goal of the project / dissertation is to solve this problem using modern prediction
methods based on machine learning technologies. The result is that in this way it is quite possible to analyze
the dynamics of sales(consumer demand) thousands or even more products.

Key words: retail trade, machine learning technology, prediction methods, problem, inventory, retailers,
warehouse, balance, overstocking, economy, trading, demand of customers.

MAIIAHAJBIK OKBITY SICTEPIH KOJIJTAHA OTBIPBIII KOMMA
KOPJIAPBIH BOJI’KAY

BEKCVYJITAH E. M.

Kasaxcman-bpuman mexnuxanvix ynueepcumemi, 050000, Anmamot, Kazaxcman

Anoamna. bonuwexmix cayoa — oyn beneini 6ip mayapiapobl COHEbl MYMbIHYUIbIZA HeMece 0en0adnea Oetlii
JICOHe 00aH api camy, dceKke camy dHcane m.0. camy mypiepi apKulibl Jcy3ece acbipuliddvl. An benuex cayoa
Oecenimiz — Oy cypamvicmovl KaHagammanovipyea bazeimmanean mayap auvipoacmay npoyeci. ConvimeH
Kamap 6oauwex cayda cexmopul xazipei yaxkeimma TMJ] endepi sKoHOMUKacwIHbIY 0aMy KaAPKbIHOLLIbIZb
ooubiHa JicemeKwi opblnea ue. Ome dicozapvl KepcemKiwmepee KOI JICeMmKIZN0i JcoHe KonmeeeH
KOMRAHUAAAD Cayoa-cammulKmoly dcaya oeneetiine woikmol. Lllamamen 2005 scvinea kapaii onHan acmam
ipi cayoa siceninepi JHcoliOblK maza Kipici 60UbIHULA MULIUAPO OONNAPAbIK Mexcedern emmi. JKeke dykendep
MeH bonutex cayoa 00beKmiiepiniy mayap auHaIblMbl HeaHe eHOIpicmik bazanapvl 6ap Kelbip OHePKICINMIK
Kacinopvinoapmen bacekenecmi.

Onaii 6onca, cayoa canacel, cabakmac caiaiapovly ecyi MeH — O0aMmyblHa acep emedi Oen aumyea
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oonaovi. Cayoanvly O0amybl camyubliapoaH mayap acCOPMUMEHMIMeH JHCIHe MAYapiblK-Mamepuaioblk,
KYHOBLIBIKMAPMEH JHCYMbIC dicacaya Kebipek Kewin 0Oenydi manan emedi. Tayaprvli-mamepuanovlk,
KYHOBLIBIKMAPMEH icmey KONnmezeH camyubliap yuwin oacmol macene Oonvin madwviniadsi. Ocvlean opai
KOMAAQHUSLAD KOUMAOAd Mayapiapobly JcemKiniikmi monuepoe ekeHoicine ko3 ocemkisyi kepex. Conoati-ax
mayapoviy wekmeH moic Kon 0oaybl 0a OYpulc emec HcaHe MYHbl D0N0bIPMAll, ANObIH ALy KAXNCEN.
Kopvimuvinovinaii kene, mayapinvi-mamepuanobl KYHObLILIKMApObl Oackapyoa wewim Kabwlioay, camy
KeJleMiHe, JO2UCUKALbIK WbISbIHOAPad, KipicKe, nanoaza dcaHe peHmabdenvOinikke mikenell acep emeoi.
Koiima xopnapvin bonoicay — oyn myeenoeyoiy oHmailivl OeHeelin yecman mypy VWiH Kasxcemmi MiHOem.
JKobanwiy / ouccepmayusanvly makcamol — npooOIemManbl MAUUHATBIK OKbINY MEXHOIOSUALAPbIHA He2i30eN2eH
samanayu bondcay 20icmepin KOI0AHY APKbLIbL uleuly eKeHin aman emximiz kenedi. Ocvliatiua MblHOA8aH
Hemece 00aH 0a Ken OHIMOI canty OUHAMUKACHIH (MYMbIHYUBLIbIK CYPAHbICHbL) 200eH mandayaa 6onaoul.

Tyitinoi co3oep: bonuex cayoa, MaUUHAIbLIK OKbINTY MEXHON0SUACHL, O0NXHCAY d0icmepi, npobiemd, mayapivlk-
Mamepuanobl KYHObLIbIKMAp, 661ueK cayod opbiHoapul, Koumd, 06anaHc, apmelk KOp, 3KOHOMUKA, cayod,
camuin anyubliapobly CYPaHbICHL.

INPOI'HO3UPOBAHMUE CKJIAJCKHUX 3AITACOB METOJAMMUA
MAIINMHHOI'O OBYYEHUA

BEKCVYJITAH E. M.

Kaszaxcmancko-bpumanckuti mexuuveckuit ynusepcumem, 050000, Armamol, Kazaxcman

Annomauyus. PosHuunas mopeoeis - 9mo npooaxca ONpeoeleHHbX MO8ApO8 KOHEYHOMY NOmpedOumento
U NOCPeOHUKY OISl OaibHeluel npooaxcu, Komopas OCYuWecmeainemcs uepe3 mopeosito 8 CNeyudibHO
000pY00BAHHBIX NOMEUWEHUAX, Yepe3 TUYHble npodadxcu u m. 0. Takowce po3HUYHASA MOP2OBIIS — 3O NPOYecc
MoBapHO20 0OMeEHA, HANPABLEHHbIL HA YOOB8IEMEOPEHUE CNPOCA KIUEHMOS.

Kpome moeco, 6 nacmoswee epemsa cekmop pO3ZHUYHOU MOP2OGIU 3AHUMAem JUOUpyioujue no3Uyuu no
unmencuenocmu pazeumus skonomuxu cmpar CHI' Jlocmuenymol omauunble nokazamenu, U MHO2Ue KOMNAHUU
BbIULIU HA HOBLIU YposeHb mopeosau. Ilpumepno xk 2005 200y bonee decamra KpYNHuIX POZHUUHBIX cemell
npeodonenu pyoexc 8 MULIUApO 00NIAPO8 C MOUKU 3PEeHUS 200080U YUCMOU BbIPYUKU, U MO BbIPANCAETNCS 8
Odonnapax. Ilo mosapoobopomy omoenvbHbie MA2A3UHbL U MOP208ble 00BEKMbI KOHKYPUPOBALU C HEKOMOPbIMU
NPOMbBILUTEHHBIMU NPEONPUATMUAMU, UMEIOUWUMU COTUOHBLL MOBAPOODOOPOM U NPOU3BOOCHIBEHHYIO OA3).
Takum obpazom, MOXCHO ymeepocoams, 4mo cghepa mopeosiu 6ausem HA poCcm U PA3BUMUe CMEHCHbIX
ompaciei. llenouka npodsudicenus npooykma npeonoidazaem yyacmue noKynameiel u ux cnpoc, d makice
opyeux yuacmuuxos npoyecca. bonee moeo, pazeumue mopeoeiu mpebyem om npooasyos ece Ooibluie
BHUMAHUA YOenams pabome ¢ MOBAPHBIM ACCOPMUMEHMOM U OCIAmKamu Ha ckiade. Paboma ¢ mosapuwvimu
3anacamu u oCmamramu npooyKmos AGIAAemcs OCHOBHOU NpoONeMOoll 08 MHO2UX POSHUUHBIX NPOOABLOS.
U muoeum xomnaunusm Hys#cHO ObL10 YOEOUMbCs, YUMo HA CKidde ecmb 00CMAmMOYHOe KOIUYeC80 mosapd.
Jlpyeoii momenm - UCKIIOUUMb 3AMOBAPUBAHUE, NOMOMY 4O MO MOodHce 0OHA U3 3A0ay pemelliepos, om
KOMOPbIX MpeOyencst 8blcOKAs CMeneHb MOYHOCMU NPUHAMUSL PeueHUl.

11006005 umoe, MOMCHO CKA3AMb, YMO NPUHAMUE PeuleHUll 8 YNPABIeHUU 3anacamy Hanpamyo eiusem Ha
00vbeMbl npooaic, 102UCMUYECKUe 3ampamsl, GbIPYUKY, Npubbliv u penmabdenvHocms. lIpoenozuposanue
3anacog - Heobxooumas 3a0aya O0iisi NOOOEPHCAHUL ONMUMATILHO20 YPOBHS 3aNdc08. XOmum Ommemums,
umo yenvlo npoekma / Ouccepmayuy A61Aemcs peutenue OaHHOU npoodieMbl ¢ UCHONb308AHUEM COBDEMEHHBIX
Memo008 NPOSHOZUPOBAHUs, OCHOBAHHBIX HA MEXHONO02UAX MAWUHHO20 00yueHus. B pesynbmame maxum
CnocoooM GnoONHe B03MONCHO AHANUBUPOBAMb OUHAMUKY NPOOAdNC (NOmpedoumensbcko2o Cnpoca) molcsad u
oadice bonee mosapoa.

Knrouesnte cnoea: PO3HUYHAA MOPeoe6IIAl, MEXHON0CUS MAUUHHO20 06yl{€HLDZ, Memoobl NpOCHO3UPOBAHUAL, I’lpO6JleMa,
UHBEHMAPb, PO3HUYHbLE IMOP2O6YbL, cma(), 6(l/l(lHC, samoeapusaHue, IKOHOMUKA, mMopeo6Jiil, Cnpoc noxyname/leﬁ.
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Introduction

Over the past few years, the topic of
artificial intelligence (AI) has caused a lot of hype
in the media. Machine learning, deep learning,
and Al have been mentioned in countless
articles, many of which have nothing to do with
technology descriptions. We were promised the
appearance of virtual interlocutors of cars with
autopilot and virtual assistants. Sometimes the
future was painted in dark colors, and sometimes
it was depicted as utopian: freeing people from

routine labor and performing the main work by
robots endowed with artificial intelligence. It is
important for a future or current expert in the
field of machine learning to be able to distinguish
a useful signal from noise, to see in inflated press
releases changes that can really affect the world.
Our future is at stake, and you will play an active
role in it: when you finish reading this book,
you will join the ranks of those who develop Al
systems.

*
Data Preparation Maoded Training Wisuakization

Scikit-Laarm
sohine Learmins

Figure 1:

So let's look at the following questions: What
has deep learning already achieved? how does
my project relate to deep learning? what kind of
project? how important is it? in what direction
will further development go?

This work lays the foundation for further
discussion of Al, machine learning, and deep
learning.

Problem statement and motivation

The research is that is it possible to predict
inventory levels using machine learning?

I researched a lot about this and found
the answer. The main reason for creating and
working with this project is to find out the answer
to this question and motivation, because the
development of trade, especially on the Internet,
requires sellers to pay more and more attention
to working with the range of goods and stock
balances. Inventory forecasting is a necessary
task to maintain their optimal level. To solve this
problem, modern forecasting methods based on
machine learning technologies are used. In this

30
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way, it is quite possible to analyze the dynamics
of sales of thousands of products. However,
different product categories require different
approaches. Predicting the demand for food and
everyday goods is easy, simple algorithms are
suitable for this, but when it comes to specialized
goods with rare demand, special algorithms
and approaches are needed. The task becomes
more complicated if the business is interested
in forecasting inventory for each "pre-known"
buyer.

Research question and objectives

Let's say the buyer has reserved an item, and
the seller wants to know: when will the buyer
buy back this item, and whether he will buy it
back at all?

The approach to solving this problem is
based on clustering all products into common
groups. Each company, of course, has its own
classification of goods: by product line, by
manufacturer, by type, etc. In the vast majority
of cases, the number of these "types" of goods
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is huge. And, of course, some products are sold
rarely and very rarely, which leads to difficulties
in forecasting, but these products also need to
be taken into account. In these conditions, it is
necessary to artificially "increase the demand for
goods". For this purpose, the clustering of goods
by the most important factors is carried out.

Where are the growth points and opportunities
for using AI when working with inventory?

For example, a chain of stores consisting of
several locations inevitably faces two interrelated
problems: the first is the lack of reliable
information about the capacity of the store and
the second, as a result, it is not clear how much
to order goods to the store.

What is the root of the problem?

All stores are different in size, a set of
commercial equipment, and if the network is
also large, having different store concepts, it is
absolutely impossible to understand the exact
capacity.

In clothing stores, you are also faced with a
seasonal change in the collection, and the number
of combinations can be so significant that you
can not do without the process of simplifying
the calculations. Simplification leads to errors
in the calculation, assumptions and, as a rule, an
excessive order, frozen money, excessive labor
resources and loss of profit for the business.

The prototype environment

The essence of machine learning is to
transform input into a result, which is revealed
by examining many examples of input data and

results. You also know that deep neural networks
turn the source data into a result by performing
a long sequence of simple transformations
(layers), and learn these transformations from
examples. Now let's see exactly how the training
takes place.

What exactly a level does with its input data
is determined by its customer demand, which are
actually a set of numbers. In technical terms, we
can say that the transformation implemented by
a layer is parameterized by its customer demand.
(Customer demand is also sometimes referred to
as layer options.) in this context, training refers
to the search for a set of customer demand of
all layers in the network, in which the network
will correctly map the model input data to the
corresponding results. But here's the thing: a
deep neural network can contain tens of millions
of parameters. Finding the correct value for each
of them can be a daunting task, especially if
changing the value of one parameter affects the
behavior of all the others.

To control something, you first need to be
able to observe it. To control the result of a neural
network, you need to be able to measure how far
this result is from the expected one. This problem
is solved by the network loss function, which is
also called the target function. The loss function
takes the prediction given by the network and
the true value (which the network should have
returned) and calculates an estimate of the price
and customer demand between them, reflecting
how well the network did with this particular
example.

Input data

'

~ [Customer demand —=

Layer (data transformation)

Puspose: finding the
correct values for all
customer demand

'

“= |customer demand |—s

Layer (data transformation)

'

Fa
L Predictions Y ]
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Input data

'

Layer

Customer
demand

(data transformation)

.

Layer

demand

(data transformation)

'

Predictions Y ( True value ¥

Conclusion

In conclusion, we got a code that analyzes
the past history of products. And predicts the
future demand of a certain product. This is very
convenient for many companies to make the
decisions in inventory management that directly
affects sales volumes, logistics costs, revenue,
profit, and profitability. Inventory prediction is
a necessary task to maintain an optimal level
of inventory. The code is able to solve this
problem using modern prediction methods
based on machine learning technologies that can
identify and predict results is that in this way
it is quite possible to analyze the dynamics of
sales(consumer demand) thousands or even more
products.

S~

{ Loss function N

N 7

ASSESSmMEnt
l of lpzzes

Source systems

The source systems are mainly systems
that feed the in-memory platform(Ms Excel)
with data; such data could come from shop/
supermarket systems or researches.

Data model

id

Product

Sold(ths.)

Price(dollars)

Necessary libraries for Python to create a program

All the Libraries:

math

csv

string

SYS

numpy as np
pandas as pd

import
import
import
import
import
import

from sklearn.preprocessing import MinMaxScaler
from keras.models import Sequential

from keras.layers import Dense, LSTM

import matplotlib.pyplot as plt
plt.style.use( ' fivethirtyeight')
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NumPy short for '"Numerical Python",
is the main package for performing scientific
calculations in python.

Pandas library provides data structures
and functions designed to make working with
structured data simple, fast and expressive.

The Pandas library combines the high
performance of Numpy's array tools with

of spreadsheets and relational databases (for
example, based on SQL). It provides advanced
indexing tools that allow you to easily change the
shape of data sets, form longitudinal and cross-
sections, perform aggregation, and select subsets.

Matplotlib library is the most popular
Python tool for creating graphs and other ways
to visualize two-dimensional data.

the flexible data manipulation capabilities
Dataset
main = pd.read_csv('manage.csv', encoding= 'unicode escape’)
main
id Product Sold(ths.) Price(dollars)
0 1 Svet-k LRV 2618 S/A (TT-KZ) 2 sht 280.399984 286.040009
1 2 Svet-k LRV 2618 S/AELECTR (TT-KZ) 2sht  272.510010 277.390015
2 3 Svet-k LRV 2X18W S/A KONDENSATOR (TEKSAN)2sht  277.519989 282.109885
3 4 Svet-k LRV 2X18W S/A ELECTRON (TEKSAN)2sht 528.409973 547.200012
4 5 Svet-k LRV 2X36W S/A (TT-KZ) 559.099976 569.559988
996 997 Sv.OPALLED GEOMETRY48W WH S/U 600x600 3000K(TT... 303.529999 305.500000
997 998 Sv.OPALLED GEOMETRY48W WH S/U 600x600 4500K(TT... 288.200012 308.440002
998 999 Sv.OPALLED GEOMETRY48W WH S/U 600x600 5700K(TT... 309.000000 321.899984
999 1000 Sv.OPALLED GEOMETRY48WBLACK S/U600x600 3000K T... 314.670013 321.640015
1000 1001 Sv.OPALLED GEOMETRY48W BLACKS/U600x600 4500K T... 318.100006 320.100006
1001 rows % 4 columns
A B C D
1 id Product Sold(ths.) Price(dollars)
2 1 Svet-k LRV 2» 280.399994 286.040009
3 2 Svet-k LRV 2» 272.510010 277.390015
4 3 Svet-k LRV 2) 277.519989 282.109985
5 4 |Svet-k LRV 2} 528.409973 547.200012
6 5|Svet-k LRV 2} 559.099976 569.559998
Figure 1. Dataset summary
Prediction
Sold Histo
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sold(ths.) Predictions 558.080017 133.646652
AAASONn. | A OmRar 567.429993  135.104218
327.0209999 94.004158

321.739980 93.892036
326.269989 93.682114 632.520020 138.468933

618.000000 136.556519

322.369995 93.475861 673.520020 140.730286
Figure 2. The result of training the model. Stock prediction.

Graphs

Graph 1:

plt.title( Sold History')

plt.xlabel( 'Date’,fontsize=18)
plt.ylabel('Sold(ths.)"',fontsize=18)
Plot_stock[ ‘Sold(ths.)'].plot(figsize=(16,6))

Sold History
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Graph 2:

#Plot/Create the data for the graph
train = data[:training data len]
valid = data[training_data_len:]
valid[ 'Predictions’] = predictions
#visualize the data
plt.figure(figsize=(16,8))

plt.title( 'Sold History')
plt.xlabel('Price’, fontsize=18)
plt.ylabel('Sold(ths.)"', fontsize=18)
plt.plot(train[ 'Sold(ths.)'])
plt.plot(wvalid[[ ‘'Sold(ths.)"'1])
plt.legend([ 'Past’, ‘'Predictions'], loc="lower right')
plt.show()

Graph 2:

Sold History
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PREDICTING FUTURE VISITORS IN THE RESTAURANT BUSINESS
USING MACHINE LEARNING

BORTAN A.Y., BAISAKOV B.M.
Kazakh-British Technical university, 050000, Almaty, Kazakhstan

Abstract. Restaurant owners must reliably assess restaurant customers in order to function effectively and
productively to enhance the restaurant's service. It is important to have a successful forecast in order to
prevent losses and boost service and market optimization. There are a variety of machine learning (ML)
approaches that can be used to make these predictions, but each visitor is unique and will act in a unique
way. As a result, we want to estimate how many guests a restaurant may expect in the future using big data
and supervised training in this study. We used three different machine learning methods in a real dataset from
supervised training to predict how many visitors a restaurant dataset "Recruit restaurant visitor forecasting”
will receive: Neural Network, XGBoost and Random Forest regressor. The predicted values were compared
to the real data after the simulation. Basically, algorithms used had mean errors of less than 9.5278, but the
Random Forest regressor exceeded, with mean errors of 9.2902.

Key words: prediction, machine learning, big data, supervised training, dataset, XGBoost, Random Forest
regressor, Neural Network.

MAIINHAJBIK OKBITY DJICTEPIH KOJJAHA OTBIPBIIT MEIPAMXAHA
BU3HECIHJETT CYPAHBICTBI BOJIKAY

BOPTAH 9.E., BAUCAKOB B.M.

Kazaxcman-bpuman mexuuxanwix ynueepcumemi, 050000, Anmamul, Kazaxcman

Andamna. DKOHOMUKATBIK JHCIHE OHIMOT HCYMBIC HCACAY, MEUPAMXAHA KbI3MEMIH JHCaKcapmy Yuin meupam-
Xama uenepi meupamxauna Kiuewmmepin 0an Oasanayvl Kepek. JKaxcovl 60nicam vlCblpanubliObIKKA JHCOT
bepmey dicane Kblzmem Kopcemy MeH Ouznecmi OHMatianovipy yuin Kaxcem. byn 6onxcamoapoa Koroamyza
bonamoeli Kenmezen MAWUHAIBIK OKbImy 20icmepi 6ap, Oezenmer ap Keayuii can mypii. COHObIKMAaH ocbl
oHcyMoblema yaKeH depexkmepoi dicone OAKbIIAHAMbBIH OKbIMYObl KOLOAHA OMbIPLIN, MEUpamxana 6oiaumaxma
KAHUWiA Keyuli Kymeminin 601acagblmbi3 Kenedi. baxwviianamoii 0Kbinyobly HAKMbl 0epeKkmep JHCUbIHMbleblHOd
Yy mypni MAWUHATLIK OKbIMY a0icmepi Konoauwvliovl. «Metipamxanaza xenyuinepdi 6onacayy depexmep
JAHCUHARBIHOA KaHWa Kerywi oap exenin donicasvimblz kenedi: XGBoost, ke30elicox opman pecpeccopul dcane
HelupoHowiK sceni. Cumynayusaoan Keuin 6oaNcamobl MaHoep HaAKMbvl 0epeKkmepmeHr Canblcmbipbliovl. JKannol
aneanoa, Konoaumwlizan oapnvix aireopummoep 9.5278-0en memen opmawia Kamenikmepee Kol HemKizoi,
Oipax ke3zdeticox opman peepeccopul 9.2902 opmawia Kamenikmepiner acvin mycmi.

Tyitinoi ce3zoep: Oondcam, MAWUHATLIK OKbIMY, YIKEH Oepekmep, OaKblLIAHAMbIH OKbImy, OepeKmep
arcuvinmoievt, XGBoost, kez0eticox opman pecpeccopbl, HeUpoHObIK Jicelli.

NNPOI'HO3UPOBAHUE CITPOCA B PECTOPAHHOM BU3HECE
C UCITOJIB3OBAHUEM METOJ1OB MAIIMHHOT'O OBYYEHU A

BOPTAH A.E., BAUCAKOB B.M.

Kazaxcmancko-bpumanckuu mexnuueckuu ynusepcumem, 05000, Armamwi, Kazaxcman

Annomauus. /(s dKOHOMUYHOU U NPOOVKMUBHOU pabomvl, a maxdice OAs YAVUULeHUS. OOCTYHCUBAHIUSL
pecmopana 61adenvyam pecmopana HeooXo0UMo MOYHO OYeHUueamv nocemumenell pecmopaua. Xopouwiui
nPOcHO3 HEoOX00UM, umoodwl usdedcams Nomepsb U VIV4UUMb OOCIYICUBANUE U ONMUMUAYUIO OU3Hecd.
Ecmo mnozo memooos mawunnozo obyuenus (MO), komopvle MOMCHO UCNONb308AMb 8 SMUX NPOSHO3AX,
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O00HAKO Kadicovlll nocemumens unousuoyaien. Ilosmomy 6 smoil pabome, ucnonwv3ys Oonvuiue OaHHble U
KOHmpoaupyemoe obyuenue, Mbl XOMum npeocKkasamsy, CKOIbKO nocemumeneti pecmopaH Modxicem 0x4cuoams
6 oyoywem. Tpu pasnuunslx Memooa MauiunHo20 00yueHus Obliu NPUMEHEHbL K PealbHOMY HAOOPY OaHHbIX
U3 KOHMPOIUPYeMo20 00Y4eHUs, Mbl XOMUM NpeocKa3amv, CKOIbKO nocemumeneu 6 Habope OaHHbIX
«lIpoznosuposanue nocemumeneii pecmopanay. XGBoost, peepeccop cnyuaiino2o neca u HeUpOHHAS. CeMb.
Ilocne moodenuposanusi npoeHo3upyemvie 3HAUEHUs CPAGHUBANUCL C PedNbHbIMU OanHbiMu. B yenom ece
npuMeHsemble aneopummvl 00Cmueiu cpedHux owubox Hudice 9,5278, Ho peepeccop cryuaiiHo2o jeca

npessouen ux co cpeonumu outnoxamu 9,2902.

Knwuegvle cnosa: npozcnos, mawunnoe obyyeHue, Oonvuue OanHvle, KOHMpoIupyemoe obyuenue, HabOp
odannvix, XGBoost, peepeccop ciyuaiinozo neca, HelpoHHAsL cemb.

Introduction

Contrary to different methods of forecasting
visitors for different designs, such as national
tourism, as well as the demand for hotel rooms
for accommodation (for example, [1], [2] [3] [4]
[5]) in the literature, restaurant managers have
little idea about the number of possible visitors
in the future making use of big data. Current
work, as an example [4], was only justified by
customer return visits. Note that in some tourist
destinations the number of new customers may
exceed the number of old ones. Therefore,a new
method to estimate the total number of potential
restaurant guests on a given day is being
established. It is first of all budget optimization,
namely, not wasting restaurant resources. That is,
the effective distribution of products into dishes,
the correct calculation for cash for delivery,
for exchanges. The quality of service and labor
productivity is the competent distribution of
employee work schedules. Demand forecasting,
detailed purchase of fresh products and other
products.

The remainder of this paper is set out as
follows: “Related work™ - includes the work that
has been done in relation to and visitor prediction.
“Machine Learning” section - involves data on
the principles and methods used in this study.
“Environmental Setup” - consists of how the
monitoring of the environment has been organized
and describes the stage of data preparation.
“Results” - section compares prediction methods
and real results, presenting all related outputs
from our experiments. Overall, “Conclusions
and Future works” - ecaps the paper's key points
while also adding proposals for future research.

Related work

In the service sector, estimating the number

of potential visitors is important. In various
fields, researchers have suggested various
methods for forecasting the number of potential
visitors based on big data. For example, the
characteristics of a place can be used to make
predictions, such as forecasting customers' return
visits to a restaurant based on the restaurant's
attributes [4]. Furthermore, regional influence
is a key factor in forecasting potential visitors
to Points Of Interest (POIs) [5]. For forecasting
future numbers, several machine learning
regression algorithms may find associations
between variables and consequences. For
instance, the Support Vector Machine (SVM) [6]
is a commonly used regression tool (also called
SVR). It can also be used to classify objects. It
creates a hyperplane to display the training data
patterns. To complete learning tasks on non-
linear distributions of training data, users can
adjust the kernel functions of SVM. The quality
of features, on the other hand, has a significant
impact on SVM results. SVM can have poor
accuracy if the training data contains irrelevant
features. Random Forests (RF) [7] is a decision-
tree-based regression and classification system.
Due to the non-linear existence of decision
trees, RF can operate with both linear and non-
linear data without any previous knowledge of
linearity. The mean prediction is used to produce
the final prediction, which is based on a variety
of decision trees. Each tree is robust against
irrelevant features since it contains a subset
of all features. Deep Neural Networks [8] are
another effective approach. It can model highly
non-linear relationships in training data because
it can use several layers of networks from input
to output. However, it requires a considerable
amount of computation, resulting in a significant
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increase in the hardware cost and computation
time required for users to complete a machine
learning task. XGBoost [9], a new decision-tree-
based system, was recently proposed. It is based
on the Gradient Boosting concept. The aim of
XGBoost is to provide high performance without
requiring lengthy computations. It outperformed
all other algorithms in a wide variety of real-
world datasets.

Machine learning

Machine learning is a form of artificial
intelligence that is categorized as a subfield of
computer science. It can be used in a variety of
areas and one of its benefits is its ability to solve
problems that cannot be expressed by explicit
algorithms. Some machine learning approaches
are regression-based, and can be used to make
potential predictions with the aim of predicting a
numeric target. The best machine learning model
can depend on a balance between expected error
and system complexity. A complex model can
produce a higher error than a simple model,
depending on the database characteristics, as
shown in Fig. 1.

Best model
considering the
\ available data

Prediction Error

Complexity of the model

Figure 1. Model complexity versus prediction error.

Many of the approaches that will be discussed
are regression-based. The methods used to create
our proposed prediction model are described in
the subsections below.

XGBoost is an optimized distributed
gradient boosting library designed to be highly
efficient, flexible and portable. It implements
machine learning algorithms under the Gradient
Boosting framework. XGBoost provides a
parallel tree boosting (also known as GBDT,
GBM) that solves many data science problems in
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a fast and accurate way. The same code runs on
a major distributed environment (Hadoop, SGE,
MPI) and can solve problems beyond billions of
examples [10].

Decision Forest. Decision trees are non-
parametric models that perform a sequence of
simple tests for each instance, traversing a binary
tree data structure until a leaf node (decision) is
reached. The advantage of decision trees is that
this method is efficient in both computation and
memory usage during training and prediction. The
Decision Forest model consists of an ensemble of
decision trees. Each tree in a regression decision
forest outputs a Gaussian distribution as a
prediction. An aggregation is performed over the
ensemble of trees to find a Gaussian distribution
closest to the combined distribution for all trees
in the model [11].

Neural Network Regression. Although
neural networks are widely known for
applications in deep learning and modeling
complex problems, such as image recognition,
they are easily adapted to regression problems.
Any class of statistical models can be termed a
neural network if they use adaptive weights and
can approximate non-linear functions of their
inputs. Thus, neural network regression is suited
to problems where a more traditional regression
model cannot fit a solution [12]. The layers of
a neural network are made of nodes, the place
where computation happens. A node combines
input from the data with a set of coefficients,
or weights, that either amplify or dampen that
input, thereby assigning significance to inputs
with regard to the task the algorithm is trying to
learn. These input-weight products are summed
and then the sum is passed through a node’s so-
called activation function, to determine whether
and to what extent that signal should progress
further through the network to affect the ultimate
outcome [13].

Environment setup

Using a dataset in kaggle, which includes
information about restaurants, historical visits
and historical reservations, in order to train a
dataset. The dataset was then imported, and the
data was processed using the architecture we
suggested in Fig. 2.
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—» Testing data

—* Training data

Data Extraction Data Cleaning and Partition
normalization data
v
Random XGBoost

]
]
]
]
i
Keras NN H
i
]
]
]
l

Modelling

r

M-

Performance
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Figure 2. Process diagram.

Data Extraction. The first step in the
process is data extraction. It is a compilation
of all available data from sensors as well as
weather data from external sources. Additionally,
additional day classification features have been
developed to boost algorithm decisions in later
stages.

The general project contains 8 datasets and
the data is taken from two servers: hpg and
airReGI [14]. These sites are intended for users

air_reserve:

air_visit_data:

so that they can browse and reserve tables at
suitable restaurants. Three datasets are associated
with hpg and three with airREGI. And one dataset
includes information about the date and another
dataset is the location of the restaurants. Since
the hpg datasets were slightly incorrect, of these
listed datasets, we worked with airREGI and
data info (Fig. 3). From the restaurant booking
website AirREGI, we chose open large-scale
real-world datasets.

date_info:

[ air_store_id ]

[ air_store_id ]

[ calendar_date |

| visit_datetime |

[ visit_date |

[ day_of week |

[ reserve_datetime ] [

visitors ] [

holiday fig |

[ reserve_visitors ]

Fig. 3. Dataset.
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Data Cleaning and Normalization. The
aim of this procedure is to ensure that the
dataset is as homogeneous as possible. Data
cleaning involves finding sections of data
that are incomplete, incorrect, unreliable, or
irrelevant, and then replacing, modifying, or
deleting the dirty or coarse data. The aim of the
normalization process is to convert the values of
numeric columns in a dataset to a standard scale
while preserving differences between variable
values. By analyzing the data, we processed
what dataset we need. The number of bookings is
only a small fraction of the total number of visits
(usually 10 times). And it is noticeable that the
frequency begins with the beginning of the week.
Attendance of the number of visitors is growing
throughout the week.

Test and Training Dataset

After the data has been prepared and is ready
to be processed, the dataset is randomly divided
into two paths:

* 70% of data is sent to training models.

* 30% of the data is divided and used for test
processing, with trained models being compared later.

Modelling

The previous stage's training dataset is
used to train four different regression methods:
XGBoost, Random Forest regressor and Neural
Network.

Performance Evaluation

The predicted outcomes of the wvarious

models are compared to the real data. We'll use
the mean absolute error and mean squared error
formulas.

Results

Table 1. Prediction error

XGBoost Random Forest keras NN
Regressor
MAE 9.3452 9.2902 10.1669
Mean Error 172.59 179.77 226.14

Conclusion and future work

This research shows the use of different
machine learning approaches in restaurant
business, achieving mean errors of 9.5278 and
9.2902, respectively, in the best case scenario
(boosted decision tree). Since each dataset pattern
is various, different machine learning approaches
should be used to find the right one for each task.
We got a standard neural network model for
predicting prospective restaurant visitors.

Need to improve:

e The number of visitors can be influenced
by bad weather at the location of the restaurant.

e In terms of percentage of error, there is
still a big effort to improve

e If a new restaurant is built next to an
existing one, the number of potential visitors to
the existing one will decrease.
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MBTI TYPE PREDICTION USING IMAGES FROM INSTAGRAM

MUSSAYEVA D.!, KUANDYKOVA A.2, TALASBEK A.!, ORYNBEKOVA K.!, KARIBOZ D.!
ISuleyman Demirel University, 040900, Kaskelen, Kazakhstan
2JSC “Kompra”, 010000, Nur-Sultan, Kazakhstan

Abstract. This article describes image based personality type prediction. With the help of the Instagram API,
photos of respondents who previously passed the MBTI test were collected. As a result, 60 percent of accuracy
was achieved. This work represents one of the solutions to determine what personality type a person belongs
to without passing any tests, but simply uploading an image.

Keywords: Personality prediction, Image classification, CNN, Instagram API, MBTI.

NHCTAI'PAM KEJICIHAEI'TI KECKIHAEPAI KOJIIAHY APKbIJIbI
MBTI TUIIIH BOJI’KAY

MYCAEBA /1.!, KYAH/IBIKOBA A.2, TAJIACBEK A.!, OPBIHBEKOBA K.!, KAPUBO3 JI.!
ICynetiman J{emupen amoinoazel ynueepcumem, 040900, Kackenen, Kazaxcman
DKIIC “Komnpa”, 010000, Hyp-Cyaman, Kazaxcmarn

Anoamna. bepincen maxana ewbip mecmineyciz, adamuwly gomocypemi apxviivl Kanoau MBTI munine
ACAMamuvIHObIZbIH AHLIKMAUMbIH wewimoepdiy 0ipin ycoinaowl. Instagram API xomezimen oypoin MBTI
mecminern OMKeH PeCnOHOeHMmMEPOiH Jiceke homocypemmepi HCUHANBIN, COT APKBLIbL 3epmmey Jicypizinol.
IKymvic Hamudicecinde 0210ikmiy 60 nativl3bIHA KON HCemKizinoi.

Tyitinoi ce30ep: dicexke myneanvt bondicay, keckinoepoi knaccuguxayuanay, CNN, Instagram API, MBTI

MPOT'HO3 THUIIA MBTI C UCIIOJIb30BAHUEM U30BPAKEHU
N3 INSTAGRAM

MYCAEBA /1!, KYAH/IBIKOBA A.2, TAJIACBEK A.!, OPBIHBEKOBA K.!, KAPUBO3 JI.!
"Vuusepcumem umenu Cyneiumana Jemupens, 040900, Kackenen, Kazaxcman
2TOO “Komnpa”, 010000, Hyp-Cynman, Kazaxcman

Annomayusa. B dannou cmamve onucwi8aemcs npocHO3UPOBAHUe MUNA TUHHOCIU HA OCHOBE U300paANCEeHU.
C nomowwto Instagram API nonyyunu ¢homoepaghuu pecnonoenmos, pauee coasuwiux mecm MBTI. B
pesynomame dviia docmuehyma 60-npoyenmuas mounocmo. Ima paboma npedcmasisiem coooi 00HO U3

pemeﬁuﬁ, no360JiIAIUWUX onpe()efzumb, K Kakomy muny Jud4Hocmu npuHaOJzeofcum UenoeekK, He npoxodﬂ HUKAKUX
mecmoe, a npocmo 3acpyaHca u306pa:)fceHue.

Knroueswle cnosa: npedckazanue auynocmu, kiaccupurayus usoopasicenuti, CNN, Instagram API, MBTI

Introduction periment interrogating, approximately, 17000

The Myers—Briggs Type Indicator (MBTI) - people.They brought out six psycho points:
a questionnaire, which can determine psycholog-  Conscientiousness, Control, Tough Poise, Intel-
ical preferences of a person towards the world, ligence, Neuroticism and Extraversion. The re-
other people and in decision making[1]. sults were independently confirmed by Boyle on

Scientists Krug and Johns did the MBTI ex-  the Cattell, Comrie and Eysenck scale [2].
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E-I measurement defines extraversion and
introversion. S-N measurement - Tough Poise
(Sensitivity). T-F and J-P dimensions are Con-
scientiousness, Control, Intelligence, Openness,
according to the Norman Big Five. MBTI fo-
cuses on cognitive characteristics, in contrast to
other personality tools [3].

The MBTI is an opportunity to make the
right decision while choosing a future profes-
sion, - say the Tiegers. Due to MBTI people can
find the most appropriate job in which they can
show maximum performance in building their
career. They declare that personality type affects
the quality of performing job responsibilities of
chosen profession [4].

Implementation

One of the important stages in Machine
Learning projects is the data collection part. Due
to the lack of data, datasets from Kaggle and
Google form that assembled in previous work
were combined [5]. After scraping Images from
Instagram accounts of responders more than 500
human faces were taken. To make the data col-
lection process more accurate and faster, only the
last 12 posts from each user were collected and
only photos that are closer to the photo from the
passport were chosen. The algorithm itself de-
tects only the person’s face and saves only this
part as it is shown in Figure 1 below.

Figure 1. Image preprocessing [6]

Feahws maps

Subsampling

Table 1. Custom dataset with personality
type

Image Type
cristiano.jpg INTP
arianagrande.jpg INFP
therock.jpg ENFP
selenagomez.jpg INFJ
kyliejenner.jpg INFP
joannagaines.jpg INFP
iza.jpg INTP
serenawilliams.jpg INFJ
ileana_official.jpg INFP
irfanhakim?75.jpg INTP

Each image in our dataset shown in Table 1
was converted to Grayscale to avoid complexi-
ties, the colored image is in 3 dimensional array
whereas gray is one only. To normalize the pixel
values of an image, it was divided by 255, since
this is the largest value that an array can take, to
get a result from O to 1. For each pixel an array
of three digits describe the color scheme: RGB
(Red, Green, Blue).

Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) is
the most used neural network model for the task
of classifying images [7]. The CNN spends less
time and space, due to the fact that it takes not
every pixel individually, but a certain square,
then rotates the pixel that is most suitable for the
criteria. Alternatively, fully connected weight
network from each pixel, CNN has sufficient
weights to look at a tiny piece of the image as
shown in Figure 2.

Comvplutions  Subsampling  Fully connecled

Figure 2. Convolutional Neural Network [8]
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The shape of Input Layer 64x64 , three
Convolutional layers with increasing filter size
and left same values for kernel size as 5, with
1 stride length, padding ‘same’ and activation
function ‘ReL U’ which is shown in Figure 3.

. ) RelU

ol

J R(z)=max(0, z)

L]
T

|

0

Figure 3. ReLU

Filter is a matrix for determining features
from an image, it is a combination of connec-
tions. Filter size was increased because of fea-
tures extraction from noisy data and each time
combinations are getting complex, becomes ab-
stract and hence we can work with larger size.
Kernel size is the size of these convolutional
filters, 5x5 square-shaped. Padding determines
the size for output volumes based on input and
to keep the same output volume size as the input
is ‘same padding’, so it will add zeros around to
the input volume. Immediately after the convolu-
tional layer , the MaxPool2D pooling layer was
used. In our case, it reduces the spatial dimension
of output volume.

ENT]
035253882

INFP
05830049

INF)

05955284

After convolutional layers we use one drop-
out layer to keep the network generalized and
avoid overfitting data (caused by a complex
model, performs well on training data but poor
for unseen test data). To make classification we
need fully connected layers without any complex
structure, just a large piece of ready output data.
To convert neurons of the convolutional layer it
needs to be flattened, using the Dense layer to
transfer 3-dimensional array to one dimensional.
Softmax activation function that shown in Figure
4 is intended for categorical targets.

Figure 4. Sofimax activation function

Optimizer determines how the learning
proceeds and uses Adam optimizer with a
learning rate of 0.001.

Results and conclusion

After the model is completed training,
accuracy of 55.07% and 2.61 loss value on
average were achieved. Figure 5 illustrates
custom images in JupyterLab with the predicted
MBTI type and accuracy of them.
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Figure 5. Results of datasets on jupyter
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This article describes whether facial As with all work related to machine learning, the
features can tell which personality type a person  limitation of this work is lack of data. Another
belongs to. As a result, 60 percent probability thing that should be noticed is that CNN gives
was achieved. CNN gives high performance in as some results but doesn't give us analysis of
images as it has filters and “condition detectors”.  features and how they affect on prediction itself.
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NUMERICAL STUDY OF THE POLYMER INJECTION ON DISPLACEMENT
OF HIGH-VISCOUS OIL FROM CARBONATE FORMATION

MAKANOYV R., TURGAZINOV L.
Kazakh-British technical university, 050000, Almaty, Kazakhstan

Abstract. Residual recoverable reserves of high-viscosity and heavy oils in the Republic of Kazakhstan amount
to about 340 million tons. The main oil fields containing high-viscosity and heavy oil are Karazhanbas,
Kenkiyak, Zhetybai, North Buzachi, Kenbai, etc. Improving the system for the development of high-viscosity
oil fields and the selection of rational EOR is relevant for Kazakhstan, as this will increase the efficiency of
their development. Given the high resource potential of such fields, it is necessary to develop and introduce
new technologies in the development of high-viscous oil fields using enhanced oil recovery methods. To ensure
high oil recovery factors, it is necessary to carefully select the EOR applicable to high-viscosity oil fields at
an early stage of their development. This work is devoted to the problem of EOR selection in the development
of high-viscosity oil fields. For the research polymer injection was selected. Evaluation of the efficiency of the
proposed EOR was carried out based on the results of numerical experiments to displace high-viscosity oil with
the creation of reservoir conditions. As a result, the aqueous polymer solution with the concentration of 0.05
% yielded 51% of oil recovery, whereas water injection recovered only 10% of oil. However, the interaction of
the polymer with high-viscosity oil has not been deeply studied, which is relevant to the fields of Kazakhstan.

Keywords: hydrophobic rock, carbonate formation, numerical study, oil recovery, high-viscosity oil.

MOJUMEP EPITIHAICIH AHJAY APKbLIBI KAPBOHATTHI )KbIHBICTAPIAH
JKOTAPBI TYTKBIPJIbI MYHAUJIBIH BIFBICTBIPYBIHA
IJ9CEPIH CAH/BIK 3EPTTEY

MAKAHOB P., TYPTASUHOB M.

Kaszaxcman-bpuman mexnuxanvix ynusepcumemi, 050000, Anmamer, Kazaxcman

Anoamna. Kazaxcman Pecnybnuxacvinoa mymgblpivlebl HC02apbl HCIHE AVblp MYHAUObIH AIbIHAMbIH KATObIK
Kopnapul wamamer 340 man mounanvl Kypauovl. TYmKbipiviavl JHC02apbl HCIHE ayblp MyHaubvl O6ap He2izel
Ken opviHoapwl Kapascanbac, Keyxusix, Kemioai, Cornmycmix bozawwl, Kenbail sicone dackarapvl donvin
maowinaosl, MYMKbIPALIZbL HCOLAPLL MYHAU KeH OPbIHOAPLIH U2epy HCYUECIH HCemindipy dicone YMmublmobl
MAO manoay Kazaxcman ywin o3exmi, oumkeni O¥1 onapovl a3ipiey muiMOiLlicin apmmulpyea MyMKIHOIK
Oepedi. MyHOall KeH OpbIHOAPLIHBIY HCORAPLL PECYPCMBIK dNeyemin ecKkepe JiCYpin, Kabammapovly MyHall
Oepyin apmmulpy 20icmepin natloaiana Omvipbin, MYMKbIPIbIEbL HCOAPLL MYHAL KeH OPbIHOAPbIH ueepyoiy
AHCAHA MEXHONOSUANAPBIH 23Ipaey JicaHe eHeisy xaodcem. Mymnaii bepyodiy oco2apvl Kod(hduyuenmmepin
Kammamacwlz emy yuwiin onapovl 23ipneyoiy epme camvlCblHOA MYMKbIPAbIEbL JHCOAPbl MYHAU KeH
opwiHOapwina Konoauwviiamvii MAO mykusm manyoay kepek. byn socymvic mymxuipavlesl iHcosapvl MYHAL KeH
opuindapuln ueepy kezinde MAO manoay macenecine apuaiean. 3epmmey yulin noiumep aroay mayoaniobi.
¥cvinvinean MAO muimoiniein 6azanay sxco2apvl MYmMKbIPIblebl OAp MYHALObL Pe3epP8yapiblK HCALOAUIAPOb
arcacati Omulpsin bIELICMbIPY OOULIHUIA CAHOBIK IKCHepUMeHmMmepoiy Hamudiceiepl OOUbIHA HCYPRi3inoi.
Homuoicecinoe 0,05% xonyenmpayusicet 6ap nonumepoiy cy epiminoici 51% myrnati 6epodi, an cyowvl anoay
myHaioviy mex 10% wvlebicmulpobl. Anatioa noaumepoiy mymrbIpiblebl HCO2aApbl MYHAUMEH 63apa dpeKent-
mecyi mepey sepmmenmezen, oyn Kazaxcman ken opblHoapbl yulin 03ekmi mMaceie 60nvin ecenmeneo.

Tyitinoi co30ep: KapOOHamMmMvl ANy JNHCLIHLICHI, 2UOPOPOOMbL MAY HCHIHBICHL, NOIUMEPILL ePimiHOL, MYHAlL
Oepeiumix, mymxbipabiesl JHCO2APbl MYHAU.
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YUCJEHHBIE UCCIIEJOBAHMUSA BJUAHUSA 3AKAYKHU ITIOJIMMEPA HA
BBITECHEHHMS BLICOKOBA3KOM HE®THU U3 KAPBOHATHBIX ITOPO/I

MAKAHOB P., TYPTASUHOB H.

Kaszaxcmancko-bpumanckuti mexnuueckuti ynugepcumem, 050000, Anmamol, Kazaxcman

Annomayusa. Ocmamounvie useieKaemvle 3aNndacbl 6bICOKOGA3KUX U madcenvix Hegmell 6 Pecnybnuxe
Kasaxcman cocmasnarom okono 340 muniuonog monH. OCHOBHbIMU MECHOPONCOCHUAMU, COOEPHCAUUMU
8bICOKOBAZKYI0 U madCcenyio Heghmb, aensiomesa Kapasxcanbac, Kenxusk, Kemwioaii, Cesepruvle byzauu, Kenbaii
u op. nsa Kazaxcmana akmyanoHulm S6718€mMCsl COBEPULEHCTNEOBAHUE CUCTEMbI PA3PAOOMKU MECTNOPOICOCHUT
8bICOKOBAZKOU Hehmu u 6blO0p payuoHanvuelx MYH 0na nosviwenus s¢hgexmusnocmu ux paspabomiu.
Yuumuieas evicoxuii pecypcrulil nomeHyuan makux MecmopotcoeHull, Heodxoouma paspabomra u eHeopeHue
HOBLIX MEXHONO2ULl NPU paspadome MecmopoNcOeHUll GbICOKOGA3KOU Hepmu ¢ UCNONb308AHUEM MEMOO008
yeenuuenus Hegpmeomoauu. Ymobwvl obecneyums 6vicoxue Kodpduyuenmol Hepmeomoauu, HeoOX0OUMO
muamenvro gvioupame MYH, npumeHumbiti K MECMOPONCOECHUAM BbICOKOBAZKOU Hehmu Ha paHHel Cmaouu
ux paspabomxu. /[lannas paboma nocssujena npodreme evibopa MYH npu pazpabomke mecmoposcoerul
8b1COK06A3KOU Hedhmu. J{na ucciedosanus 0wl 6bi0pan noaumep 01 3axauku. Oyeuka s¢hgexmusrocmu
npeonodicennoco MYH nposoounace no pe3yromamam HUCIEHHbIX IKCHEPUMEHMO8 NO  6blIMECHEHUIO
BBICOKOBAZKOU Hehmu ¢ co30anuem niacmosvlx Ycilosuil. B pesynemame 600uwiti pacmeop noaumepa c
xonyenmpayuet 0,05% oan 51% umegpmeomoauu, mozoa kax 3aKauxa 600bl NO360MULA U3EIedb Moavko 10%
Heghbmu. OOHAKO 83auMOOelicmeue NOIUMEPA ¢ 8bICOKOBA3KOU Hepmbio 21YOOKO He U3YYEeHO, YMO aKMYAlbHO
0 mecmopodxcoenui Kazaxcmana.

Knroueswvie cnosa: 2uopoghoduas nopooda, xapbonammuvie NiACMvl, NOIUMEPHBLU pacmeop, Hepmeomoaua,
BbICOKOBSAI3KAS HePDMb.

Introduction

According to the American Petroleum Insti-
tute (API), a liquid hydrocarbon mixture with a
density of more than 934 kg/m® is classified as
heavy. In the USA, oil with a density of 959 kg/
m? is classified as heavy, but there have been pro-
posals to accept lower values (up to 904 kg/m?).
In western oil-producing countries, heavy oils, as
a rule, are oils with a density of more than 904
kg/m3. Often, oils with a density of 904-934 kg/
m?are classified as medium in density, and heavy
oils are heavier than 934 kg/m®. The difference
between high-viscosity oils and natural bitumen
is also conditional, in connection with which the
estimates of resources and reserves of such hy-
drocarbons given by various researchers may dif-
fer significantly [1-3].

According to the study, the world reserves of
natural bitumen and high-viscosity oils are esti-
mated at 0.5-1 trillion. tons. The main reserves of
this hydrocarbon are concentrated in the oil and
gas regions of Canada, Venezuela, the USA, Ar-
gentina, Kuwait, Indonesia, Russia and a number
of other countries. According to some research-

ers, in the sandstones and carbonate deposits of
Canada, 280-415 billion tons of natural bitumen
and HVO are concentrated, in Venezuela - 100-
320 billion tons, in the USA - 21-31 billion tons.

The main reserves of viscous oils in Kazakh-
stan are concentrated mainly in the Western part
of the country and are equivalent to 730 min. tons
[2-4]. The main fields of heavy and high-viscos-
ity oil are Karazhanbas, Kalamkas, Buzachi, and
Kenkiyak [3,5].

Analysis of research and testing of polymer
flooding technologies in large countries of the
world indicates the technological efficiency of
this method. However, the process of displace-
ment of high-viscosity oil using polymers is not
well understood, despite the widespread intro-
duction of polymer flooding in conventional oil
reservoirs. In this regard, it becomes necessary
to conduct comprehensive laboratory studies that
allow assessing the technological capabilities of
this method to increase the oil recovery factor
(ORF) in high-viscosity oil deposits, which de-
termines the relevance of these studies.

There are 3 ways to use polymers in oil re-
COVery processes:
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1) When treating bottom-hole zones to im-
prove the performance of injection wells or wa-
ter-cut production wells by blocking high perme-
ability zones.

2) As agents that can crosslink in the forma-
tion, plugging high permeability zones at depth.
To carry out these processes, it is necessary that
the polymer is injected with an inorganic metal
cation, which subsequently forms cross-links be-
tween the molecules of the injected polymer and
the molecules already bonded on the rock surface.

3) As agents that reduce the mobility of water
or reduce the ratio of mobility of water and oil.

The first method is not a true polymer flood-
ing, since the oil displacement agent is not a
polymer. Undoubtedly, most of the projects to
increase oil recovery through the use of polymers
fall under paragraph 3 [6-9].

Main part

Polymer flooding. The study of the develop-
ment of oil reserves from reservoirs of hetero-
geneous permeability, saturated with viscous and
high-viscosity oil, has recently acquired partic-
ular relevance. This is primarily due to the very
low oil recovery factor of such deposits. Even
with high porosity and permeability of the reser-
voir, due to the large difference in the mobility of
the displacing and displacing agents, the water-
flooding rate remains low.

Existing technologies used to enhance oil re-
covery from deposits with viscous and high-vis-
cosity oil can be roughly divided into 2 categories:

1. Technologies increasing the viscosity of
the displacing agent;

2. Technologies that reduce the viscosity of
the displaced oil.

This division is rather arbitrary, since there
are technologies that simultaneously increase
the viscosity of the displacing agent and change
the structural and mechanical properties of oil.
However, this division makes it possible to
clearly delineate the physical mechanisms of oil
displacement. The first group of technologies
includes polymer flooding in all conceivable
modifications. The second group includes a vari-
ety of heat treatment technologies, gas methods,
water-gas treatment, etc.

The widespread use of polymer flooding
technologies is due to its advantages. The meth-
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od is well suited for the extraction of oil with
high viscosity, in the conditions of various stages
of development of fields with different permea-
bility, different formation properties and struc-
ture of reservoirs, is carried out at low reagent
consumption, does not require the use of expen-
sive and complex equipment. The disadvantages
of the method, such as a decrease in the stability
of polymer solutions at high temperatures (ther-
mal destruction) and mineralization of formation
fluids, as a rule, can be eliminated due to careful
selection of the composition of the polymer com-
position, as well as its modification [10-12].

Numerical investigation

To determine the efficiency of displace-
ment of high-viscosity oil by polymer solution
numerical studies were conducted. For the prob-
lem with polymer flooding, a polymer with a
molar mass of 4000000 g/mol is considered. It
is assumed that a part of the polymer is irrevers-
ibly lost as a result of adsorption on the surface
of the pores, which also leads to a decrease in
the permeability of the rock to water in the pres-
ence of the adsorbed polymer. During the peri-
od of injection of an aqueous polymer solution
into injection well, it is assumed that the polymer
concentration in the solution is 0.5 kg/m3. The
numerical investigations were carried out using
ECLIPSE software (academic license).

Table 1. Model properties.

Number of cells along the axis X-20Y-20 Z-10.

Cell dimension along the axes X=10m. Y=10m.
Z=4m.

Fracture permeability, mD 5000

Matrix permeability, mD 10

Porosity 20%

Density of oil at surface conditions, p =929 kg/m’

Density of water at surface conditions p =1030 kg/m?

Initial reservoir pressure p =20 MPa

Oil viscosity in reservoir conditions pn=300 mPa-s

Number of injection wells 1

Production wells 1

Several options for the development of the
reservoir were considered.

The basic development case assumes oil pro-
duction using waterflooding. The limitation im-
posed on the injection well for this option is as
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follows: the bottomhole pressure does not exceed
80 atm. It is clearly evident that there is an ad-
vanced waterflooding of the fractured reservoir
space with a practically non-flooded low-perme-
ability pore space. Figure 1 shows the dynam-
ics of technological development indicators for
the base case. A feature of this option is that the
water quickly (within several months) reaches
the sampling zone through the fractured layers.
At the same time, the oil production rate over a
long period remains practically unchanged with
increasing water cut.

—A— Base variant
—@— Cyclic polymer injection
—=— Polymer injection

N
o
1

Oil flow rate, m*d

T T T T T T T T T T T 1
0 10 20 30 40 50 60 70 80 90 100 110 120
Months

a)

As oil reserves in fractured formations are
depleted, the oil production rate gradually de-
creases. By the middle of the third year of devel-
opment, high-permeability filtration channels are
practically depleted, therefore, further develop-
ment of the site occurs with a high value of wa-
ter cut of the produced product. The presence of
highly permeable fractured formations provided
relatively high initial oil production rates, stable
oil production over a long period and a rapid in-
crease in water cut.

0,8

0,6

0,4 —A— Cyclic polymer injection
—®— Polymer injection

—#— Base variant

Water cut, fraction

0,2

0,0

T T T T T T T T T T T T 1
0 10 20 30 40 50 60 70 80 90 100 110 120 130
Months

b)

Figure 1 - Dynamics of the current indicators of the development of a model reservoir by options: a - oil production rate; b -
water cut Let us now consider a variant of the problem with polymer flooding.

Second case. At the beginning of the third
year of development (the current water cut of
the produced product is 75%), an aqueous poly-
mer solution with a concentration of 0.5 kg/m?
(0.05%) is injected into the injection well. Since
the viscosity of the solution exceeds the viscosity
of water, the bottomhole pressure of the injec-
tion wells was increased to 130 atm to "push"
the agent. The injection of the polymer solution
is carried out continuously, without the injection
of water rims.

From Figures 1a, it can be noted that poly-
mer flooding allows to achieve higher recovery
of fractured reservoirs. The low-permeability
porous reservoir is characterized by low produc-
tion rates. Basically, only the reservoir zone in
the injection area is affected by flooding. By the
end of the production period, residual reserves
are concentrated in dead-end zones of fractured
formations and in pore blocks of the reservoir.

It is clearly evident that basically all of the

injected polymer solution is concentrated in the
fractured space of fractured formations. Since
by the end of the production period, almost the
entire volume of fractured formations has been
depleted, the effectiveness of polymer flooding
becomes minimal, since polymer solution practi-
cally does not penetrate into the low-permeabili-
ty volume of the reservoir.

Figure 1a shows the dynamics of the current
production indicators for the second option. The
beginning of polymer injection is accompanied
by a short-term decrease in oil production rate,
which is associated with a decrease in reservoir
pressure in the fractured formation. However,
then there is a rapid increase in oil production
(almost 1.5 times) and a decrease in the water
cut of the produced products (from 75 to 12%)
(Figure 1b). Note that such a change in produc-
tion indicators after several months is replaced
by a decrease in oil production and an increase
in water cut. By the end of the production period,
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the current oil production rate under this option [ Thirq (polymer +
is more than 2 times higher than the flow rate of water) 0,40 0,80
the base case.

Conclusion

Table 2. The main results of studies on the
injection of formation and polymer solution
into physical models

Numerical experiments were conducted
on the carbonate rocks with oil based on the
simulation studies performed, the following

Variants Production conclusions were drawn:
— decrease in the water cut and it improves

Recove

factor Y| Water cut the displacement of high-viscosity oil from the
First baseline 0.1 0.97 hydrophobic rock
(waterflooding) ’ ’ — injection of polymer solution into a
Second (permanent 0.51 0.86 hydrophobic rock gave the best result in oil
polymer flooding) ’ ’ displacement
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EXPANSION OF PSYCHOLOGICAL TEST BATTERY BIOTECHNICAL
PSYCHOPHYSIOLOGICAL DIAGNOSTIC SYSTEM

MAZAKOVAA.T."?, AMIRKHANOYV B.S.}, MUSSABEK G.K."?, ABDIRAZAK B.K. !,
DARIBAEVAG.D.?
!Institute of Information and Computational Technologies, 050000, Almaty, Kazakhstan
’Al-Farabi Kazakh National University, 050000, Almaty, Kazakhstan
3Turan University, 050000, Almaty, Kazakhstan

Abstract. An experimental version of the psychological testing system with fixing the psychophysiological
parameters of the test person in real time is developed. As sources of physiological data, the data of the
electrocardiogram (ECG), skin-galvanic reaction (SGR) are determined. The hardware-software complex of
psychophysiological testing allows, when answering each question of the test, to record and evaluate the
psychophysiological state of the test person, which provides additional information for psychologists and
personnel services.

As a questionnaire, the “Big Five” test was chosen - it is a five-factor personality model designed in such a
way that a structured and fairly complete portrait of a personality can be drawn from a set of features included
in it. The test was conducted among students of the 3rd and 4th year of the University of Turan. The total
number of participants is 60 people.

Keywords: electrocardiogram, photoplethysmogram, skin-galvanic reaction, five-factor personality model,
“Big Five”, personality portrait, personnel selection, psychological testing.

TMCUXOJIOTUSIIBIK TECT BATAPESAACHIH KEHEUTYTE
HCUXOPU3NOJOT'UAJBIK IMATHOCTUKAJIAY/BIH
BUOTEXHUKAJIBIK JKYHECI

MA3AKOBA A.T."2,, AMUPXAHOB B.C.}, MYCABEKOB I'.K. !2,
ABJIUPA3AK B.K.!, IAPUBAEBA I'. ]I}
! Axknapammuix, sicone Ecenmeyiu mexnonozusinap uncmumymot, 050000, Anmamol, Kazaxcman
2On-Dapabu ameindazvl Kazax ¥immotx ynusepcumemi, 050000, Anmamer, Kazaxcman
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Introduction

The active introduction of technological ad-
vances into the theory and practice of studying
the functions of living organisms and biological
systems is a distinctive feature of modern med-
icine, veterinary medicine, agronomy, ecology
and biology. In this regard, knowledge of the
basics of biophysics, biochemistry and systems
analysis acquires a special role in training an en-
gineer working in these areas. This knowledge
serves as the foundation for the subsequent study
of biomedical engineering design methods [1].

A single complex in which the interactions
of a technical device with a biological object are
purposefully implemented is called a biotechni-
cal system (BTS). BTS includes a special class
of complex systems consisting of biological and
technical components (subsystems), combined
and functioning in a single control complex. Ba-
sic subsystems of BPS - biological object B and
technical device T. There can be material (flows
of matter), energy (flows of energy), information
(flows of information) connections between a
technical device and a biological object [2-3].
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Methods

Hardware methods of psychophysiological
testing (in contrast to psychological tests-ques-
tionnaires) objectively assess physiological indi-
cators characterizing the state of the central ner-
vous system. When performing these tests, con-
scious control according to the "improvement"
criterion is impossible and therefore the results
obtained are more reliable and reliable [4].

Results

For psychophysiological research in med-
icine and other fields, various devices for col-
lecting and analyzing human physiological reac-
tions are widely used, which include polygraphs,
voice stress analyzers, tensometric platforms,
etc. These devices register and process human
reactions to stimuli perceived by him [5].

In the article [6], a description of the BPS of
psychophysiological testing is given, which al-
lows, when answering each question of the test,
to record and assess the psychophysiological
state of the test taker, which provides additional
information for the psychologist.

To increase the scope of applicability of the
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psychophysiological testing developed by the BTS,
it is important to adapt new psychological tests and
include them in the battery of the complex.

In connection with the constant change in the
nature of work, saturation, its intellectual content
and an increase in tension, the psychophysiolog-
ical analysis of human activity, the optimization
of his psychophysiological states, the solution of
the problems of professional selection and pro-
fessional suitability, the determination and for-
mation of individual psychological qualities of a
person become essential directions of humaniza-
tion and increase in labor reliability. important
for the performance of a particular activity, and
optimization of unfavorable psychological con-
ditions. In the era of scientific and technological
progress with its intense rhythms, new specific
conditions of human activity, the requirements
for his intellectual, emotional and volitional re-
sources are significantly increasing. The loads on
certain functional systems of the body are often
excessive, leading to stress and disruption of ad-
aptation mechanisms. This, in turn, leads to the
emergence of maladjustment disorders, stress
conditions, functional disorders on the part of the
cardiovascular, respiratory, nervous, endocrine
and other systems of the human body [7].

A characteristic reality is that in the branches
of psychology, physiology and medicine, there is
the use of modern scientifically grounded meth-
ods of diagnosis and correction of a number of
conditions. The issues of increasing the effi-
ciency of professional activity of specialists are
among the most important social tasks. Paying
tribute to the assessment of the dynamic general
medical examination of the health of employees,
the questions of the psychophysiological state
and the study of the functional reserves of the
body in their professional activities are of par-
ticular importance. Excessive intellectual loads,
increased information flow, and in some cases,
an unfavorable environmental situation aggra-
vate early detection of dysregulatory disorders
[8]. Today, in connection with the deep reorga-
nization of state institutions and all structures of
society, these issues acquire special relevance. If
previous scientific research was mainly focused
on psychophysiological tests for building a por-

trait of a personality, then in this project it is pro-
posed to use hardware and software.

In psychology, the Bigfive is a five-factor
personality model designed in such a way that
a structured and fairly complete personality por-
trait can be made from a set of traits included in
it. This model includes 5 main factors, each of
which, in turn, unites a group of traits. In most
studies, they are called primary factors. To mea-
sure the indicators of the «Big Five» offers a test
with the appropriate name — a five-factor person-
ality questionnaire.

The Big Five has become the most frequent-
ly used personality model in foreign studies, al-
though not generally accepted due to the simplifi-
cation of factorial ideas about personality, which
does not correspond to other approaches to the
analysis of personality structures. However, it is
not necessary to adhere to this model in order to
see the good diagnostic power of the Big Five
questionnaire scales, which, according to the
work of W. Norman [9], performed on the basis
of a study of linguistic descriptions of personali-
ty, included extraversion (E — extraversion), con-
sent (A — agreebleness), or conformism — in its
original form, consciousness (C — conscientious-
ness), neuroticism (N — neuroticim), or emotion-
al instability, and openness to new experience (O
— opentoexperience).

The Japanese personality researcher Hiijiro
Tsuyi, adapting the American five-factor person-
ality methodology for the Japanese population,
suggested bipolarity for each factor: EXTRA-
VERSION — INTROVERSION, ADDICTION
— SEPARATION, CONTROL — NATURALI-
TY, EMOTIONALITY — EMOTIONALITY -
EMOTIONALITY — EMOTIONALITY charac-
terize the personality, since each pole of the trait
reflects its originality.

The Russian-language adaptation of the
Five-Factor Personality Questionnaire was made
by A.B. Khromov [10] according to the SPFQ
questionnaire developed by the Japanese re-
searcher H. Tsuyi based on the original version
of McCray and Costa. The questionnaire, adapt-
ed on a sample of more than a thousand people
(Kurgan), included 75 pairs of statements that
were opposite in meaning.
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Discussion

The five-factor test questionnaire consists of
75 paired, opposite in meaning, stimulus state-
ments characterizing human behavior. The stim-
ulus material has a five-point rating scale (-2;
-1; 0; 1; 2) for diagnosing the severity of each
of the five factors: extraversion — introversion;
attachment — isolation; self-control — impulsiv-
ity; emotional instability — emotional stability;
expressiveness — practicality. Currently, the Big
Five test questionnaire has become popular and
has acquired great practical value both abroad
and in Russia. The SPFQ technique was adapted
by A.B. Khromov in 1999.

Each main factor (higher order factor), in ad-
dition, includes lower order factors — subfactors,
or facets. Facets are the more specific traits (or
components of generic traits) that make up each
of the five Big Five factors.

The first factor "EXTRAVERSION — IN-
TROVERSION" is considered by H. Tsuyi tra-
ditionally, but unlike the interpretation proposed
by W. Norman, the Japanese researcher takes
into account the values of the poles of this factor,
the primary components of which are: activity —
passivity, dominance — subordination, sociability
— isolation, search for new impressions — avoid-
ance of new impressions.

The essence of the second factor is interac-
tion with people. The term «K ATTACHMENT) is
better suited to denote a factor than «conformity»
used in the American original, and includes such
personal dispositions as friendship, gullibility,
cooperation, as well as dependence and accep-
tance of the individual by the group. The opposite
pole of this factor «SSEPARATION» contains not
only signs of distance and rivalry, but also inde-
pendence. The components of the second factor
are: warmth — indifference, cooperation — rivalry,
gullibility — suspicion, understanding — misun-
derstanding, respect for others — self-respect.

The third factor is presented as «CONTROL
— NATURALITY». Tsuyi deliberately does not
use the term «consciousnessy, as it has too close
attachment to ethical concepts and too narrow se-
mantic meaning. The essence of the third factor
is volitional regulation of behavior. An individual
who controls himself, as a rule, shows purpose-
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fulness, conscientiousness, methodology and
perseverance. A natural person in his behavior,
on the contrary, 4 strives for harmonious rela-
tions with nature, he seems to «float with the flow
of lifen. The Japanese version of the five-factor
personality questionnaire contains the following
primary components of this factor: accuracy —
carelessness, persistence — lack of persistence,
responsibility — irresponsibility, self-control —
impulsiveness, prudence — carelessness.

The fourth factor contains the characteristics
of the affective sphere of the personality. EMO-
TIONALITY in humans is manifested in in-
creased sensitivity to environmental influences,
especially in stressful situations. This personality
is also prone to anxiety and depression. EMO-
TIONAL RESTRAINT, on the contrary, charac-
terizes a person as inclined to show liveliness,
slowness and self-sufficiency. The components
of the fourth factor are: anxiety — carelessness,
tension — relaxation, depression — emotional
comfort, self-criticism — self-sufficiency, emo-
tional lability — emotional stability.

The fifth factor is presented as «EXPRES-
SIVITY». Its essence is a game that allows a
person to smoothly «move» from the real world
to the unreal, perceive unusual images, thoughts,
feelings, symbolism of art and freely enjoy them.
On the other hand, «PRACTICALITY» is a trait
that manifests itself in a personality in a tenden-
cy to correspond to reality, which in its extreme
manifestations leads to conformism, cruelty and
authoritarianism. The primary components of
this factor are: curiosity — conservatism, dream-
iness — realism, artistry — unartistic, sensitivity
— low sensitivity, plasticity — rigidity [10].

All stimulus phrases are separated by a rat-
ing scale. Read carefully the statement at number
1 and determine which part of it is more consis-
tent with your personality. If you think that it is
left, then use the symbols - 2 and 1 of the scale
for assessment, if you think that it is right, then
use the right side of the scale (2 and 1 without a
«—» sign).

In numbers, you will reflect the severity of
the assessed feature:

2 — strongly pronounced, 1 — weakly ex-
pressed, if you doubt the choice, then write 0.
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Circle your rating or in any other way so that
your answer is clearly visible.

The questionnaire was tested on students
aged 20-22. Of these, 53% girls, 47% boys. The
obtained results of the questionnaire were pro-
cessed in the SPSS program.

Conclusion

The five-factor model prevails with a signif-
icant advantage over other methods of compact-
ness and brevity. This is currently the consensus
that has been reached after decades of research
into the taxonomy of personality traits. Based on
the analysis of primary factors, it is possible to
form a certain idea of the characterological char-
acteristics of the subjects. In each of the primary

factors, a personality trait is indicated on the left,
which corresponds to high values of point esti-
mates.
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Abstract. With the help of the software developed in the article, it is clear that the pivot structure at many
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3. dataBase 2. Ym KoOpAMHAaTalarbl TeMIIEpaTypaHbIH

Y11 6eTiKTiH 9pKaiChICHl ©31HAIK KYMBICTApD  MOHI apKbLIbI
arkapajbl. EHJl conapra xeke-KeKe TOKTaJIalbIK.

LEV N Yaepictep  dataBase

CoIpTKbl HAKTOPAIPABIH AAT3WKLI NAPAMETPAEDI APKbIABI

Yw ki TaAarsl T MaHi apkeabl [Tigki=0); Tikkj=172); Tk(<k=L)) G

B Kanaecenkypy *

% wery ctri+Q |
e——————

4 cypem. Daiin beoniziniy iwindezi Kana ecen Kypy ooniei

OPKaChICHIH XKeKe-KeKe KapacThIpalbIK: Ka)XXeTTi OapJIblK MapaMeTpIIepAiH ajlFallkbl MOH-
«ChIpTKBI (haKTOpIApAbIH AJNFAlIKbl TapaMe-  JIepiH eHAIPY apKbUIbl KypambI3. AJFaIlKbl apa-
TpIEp apKbUIbD» OeiriHe 013 CTepKeHbHIH O0MbI-  MeTpre *aTaTbIHAAp 0Jap MbIHAJIAP:
MEH KbUTYJIBIH Tapajy 3aHbUIBIFbIH AHBIKTAyFa - L (cm) — cTep KEeHBbHIH JKaJIlbl Y3bIH/BIFbI;
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-R, a, b, ¢ (cm) — cTEepKEHBbHIH KOJIJICHEH
KMMa ayJlaHblH Taly YIIIH KaXETTI aliHBIMaJIbI-
nap (meHOepaiH paanychl, KaObIpFaaapIbIH MOHI
JKoHE T.0.);

- N — cTepeHb/ll TUCKPETTEY CaHbI;

K, (Bmfecau- °C) — CTCpKEHb MaTepualbl-
HBIH JKBLTY OTKI3TIIITIK KO3 DHUIIUEHTI;

h(Bmfcu®+ °C) — CTEpKEHBHIH CBIPTKBI
OpTaMEH KbUTY aaMacy KodhGHUIreHTI;

T..( °C) — KopiuaraH ChIPTKbl OPTaHBIH
TEeMIIEPaTypachl;

g(x)(Bm/cm®) — XKbUIy aFbIHBIHBIH TYCII
TYpFaH MeJIIepi;

Q(Bm/en?®) — ILIKi KbITy KO3iHIH MeIIIepi;

T (°N) — anjbH ana GepiiareH Temmeparypa
MOHI.

byn nmapamerpnepaiH  anfamikel  MOHIH
SHJIIPTCHHEH COH OarjapiiaMa aBTOMATTHI TYpPJIe
OHJIeI, JKyllere kentipin Kosanel. byn Oemimre
aJIJIaFbl YaKbITTa TOJBIFBIPAK TOKTAIAMBI3.

«YI KOOpIWHATAIAFbl TeMIIepaTypaHbIH
MOHI apKbUIbD» Oys1 OeiikTe 013 CTepKEHBHIH

T(x=0)=T, T(x=L/2)=T, JKOHE
T(x=L)=T, XOOpAMHATAIapPbIHAAFEl TCMIIC-
parypanmapiasl €HIIpY apKbUIbl KajfaH Ke3

KEJIreH KOOpJMHATagarbl TeMIleparypaiap/IblH
MOHJIEPIHIH  Tapajy  3aHJbUIBIFBIH  IIEKTI
aneMmeHTTep oaici (LLID3O) apKpIIbl aHBIKTAWMBI3.

2. Exinwi 6eniei Yoepicmep nen aranazasl (5
cyper). bys OenikTe HOTHXKEHI Kopyre OOJaibl.
Oun HoTHXKETIepre MbIHAAP JKaTabl:

- TemmniepaTypa epiciHiH HOTHKECI,

- CTepiKeHBbHIH XbUTy MEXaHUKAJIBIK KYWiH
aHBIKTAY;

- TemneparypaHblH Tapaily 3aHJIbUIBIFBIH
aHbIKTaylda KYpBUIFaH anreOpaiblK TeHJEYep
JKYHECIH IIBIFapy.

CoHpail-aKk HOTWXKEIEH Kapar  OTBIPbII
aHanu3 jkacayra jga Oomazabl. barmapmama Ko-
CBUIFAH yaKbpITTa OyJ1 OOJIKIEeH >KYMBIC Kacal
ajMaimbI3, cebebi 013 anFamikbl mapaMmeTpiaepii
SHIPMEHIHIIe, HOTHXKEHI KOpe aaMaiMBbI3, OHbI
aifTmaif-ak MareMmaTuka TMoHiIHEeH Oenrimi. An
aJFaIlIKbl TTapaMeTPIICPAiH MOHICPIH KOFaphla
ANTBIN KETKEHCH €Ki KOoIMeH Oepyre 0omaibl.

«Temmeparypa epiciHiH HOTHXKEC» OOIiriH-
JIe CTEPKCHbHIH OOWBIMEH TeMIIepaTypaHblH
Tapaiy 3aHbUIBIFBIHBIH I'pa(UKachl MEH CaHIBIK
MOHIH Kepe anambi3. OcChIFaH Opail ajbIHFaH
HOTWKENepre aHaIu3 XKYprizyre ae 6omabl.

io::ﬁn )'p.epicrep dataBase

©F TeMnepaTypa OpiciHiH HaTUXeci

CTepXeHHIH XbIAYMEXaHMKIAbIK KyHiH aHBIKTay -

TeHaeynep xyiieci (dI/dT) G

af

mo

5 cypem. Yoepicmep Oenieiniy iwki 6onikmepi

«CTepKeHbHIH JKbUTy MEXaHUKAJIBIK KYHIH
aHBIKTAY» OOJITIHAE CTEP)KEHBHIH XKbUTy MeXa-
HUKAJIBIK KYWIH FBUIBIMH 3€pTTEYJIep JKYprisyre
XKoHE HOTHXKenep aiyra Oonanbl. CTepKeHbHIH
KBUTY MEXaHUKAJIBIK KYHiHE MBIHAJIAp JKaTaJIbl:

u(x)(em) — cTepKeHb KUMaTapbIHBIH JKbLI-
KyJapsl;

&, — CepHiHAUIK Aedopmarus;

£ — TEMIIEPATypalbIK AehopManus;

& — aKMKATThIK Jedopmanus;

o, (x[/ev®) — cepninzinik kepHey;

or(x[/em?) — TEMIIEPATYPAJIBIK KEPHEY;

o (xI/cx®) — AKUKATTBIK KCPHEY;

R (k') — cpIFy1IBI HEMECE CO3YILBI KYII;

Al g, AL+ (en) — CTEpIKEHBHIH JKbUIyIaH He-
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MECE CO3YHIBI-CHIFYIIBI KYIITEPMIH OCEpPIHCH
Y3apyIbIH-KbICKAPY/IbIH MOHI;

a (1/°C) — xbutynaH yirar kKodhGuueHTi.

JKorapwiarel aranraHaap/IblH CTEPKEHbHIH
JKBITYy MEXaHUKAJIBIK KYHIHIH OapJIbIFbl CaHJIBIK
KoHe TpaduKaJblK TYplle HOTHXKEIEpiH alyra
MYMKiHAIK Oepeni. HoTmwkere kapam FbUIBIMU
3epTTeyaep, Tajjaaynap »kacayra Oonaabl. by
OesiM Oip >kaFbIHAH Kol (DyHKIIMOHAJIBI eI
aTaiapl, OUTKEH1 013/11H MaKCAThIMbI3 CTEPIKCHb-
HiH OOIbIMEH TeMIlepaTypachIHbIH Tapayy 3aH-
JBITBIFBIH @HBIKTAY apKbLIbl CTEPKEHBHIH KbLTY
MEXaHUKAIBIKKYHi1HaWKbIHAAY OO TaObLIA IbI.
Kbty MeXxaHMKANbIK KYWJIepaiH KONTereH KOM-
MMOHEHTTEPIH KaTap aHbIKTAY, OJapAblH MOHIEPIH
rpaduka *oHEe CaHJBIK IIbIFApy KypIenli xkyiie
OoMbIN caHanaAbl. OpOip KbUIYy MEXaHHKAIIBIK
KYWJIEPIiH KOMITOHETTEP1 YIIIH MPOIECITyPAIBIK
KoHe (PyHKIMOHANIBIK ONOKTap KypbUIFaH [2].

Con OnokTapablH KOMETIMEH IMIIiMi Kyp-

neni OOMBIN KeJEeTIH CTepKEHbACPIIH OOMBIMEH
TEeMIIepaTypaHbl, KUMaJapJAblH >KbUDKYJIAPbIH,
nedopmarsi KOMIIOHEHTTEPIH, KEpHEY KOM-
NIOHEHTTEPIH, CTEPKECHBHIH CO3YIIbI-CHIFYIIIbI
KYIITEPAiH OCEpiHEH y3apybl MEH KbICKApPYbIH
aHBIKTayFa O0OJIaIbl.

«Tennmeynep xyuieci dI/dT» Oyn Oemik-
T€ CTEepXKEHbHIH OONBIMEH TeMIIepaTypaHbIH
KOHE KUMAaJIapJblH JKbUDKYJApbIH aHBIKTAY-
Ja KYpbUIFaH anreOpajblK TEHICYJIEep JKYHECiH
IBIFApPY, OHBI KOPY, TaJKbLJIAy iCKE acaibl.

3. Ywinwi 6enim dataBase nen aranajsl. by
MJ31p apKbUIBI JIEPEKTEp KOpbIHA KOJ JKETKi3e
anambI3. Jlepekrep KopbIiHAA YIIiHII O6TiMHIH
HOTHXKeCl OOWBIHINIA JKBLIYOTKI3TITIK KO3(-
(dbunmenTi, KyimManapaelH (CIUIaB) MapKalaphbl,
YKBUTYOTKI3TIIITIK KOA()PHUITUEHTI, )KbITy aFbIHBI,
XKBLTY aliMacy K03 UIIUEHTTEP] TypaJIbl JIepeK-
Tep )KMHAKTAJIFaH.
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byn OeniMHIH KeMeriMeH CTep>KeHbHIH «CrepkeHbHIH Marepuaibl» Oemirinae ¢u-
KBUTYOTKI3IIITIK KOO(QGHUIMEHTI MEH KyAMa-  3uKkaga MOHJEP] aHBIKTAIFAH MaTepUajaapiblH
ap/iblH (CIUIaB) MapKaapbIHbIH OPTYpIIL TEMIIC-  KBITYOTKI3MIITIK KOY(P(UIHUEHTTEP] MOIIMET-
patypajia JKbLIyIaH yjraro KOODQUIMEHTTEPIH e kopbina (MK) enzipy sky3ere achpbuiaasl (9
MK-ra ennipin, Tipken Koficak 6omanbl. Kanacak  .yner) Tomensieri cyperre crepikerns Marepua-

MK-nan e3repryre, xowfa 0osassl (8 cyper). . S
JIbI OPBIC JKOHE Ka3ak TimiHae enmipineni. CoH-

Konanymms! exi GomiMre Ko KeTkize ana-  Aai-aK opOip MaTepuanJblH KbUTyOTKI3TIIITIK

1. Onap: ko3¢ punmentrepi e MK enmipeni.
1. CTepsKeHbHIH MaTepHabI by Tepese mamiMeTTep KOPhIMEH OalIaHbIC
2. Kyiima YKacaWThIH HHTEpQeiici OObI TaObLIA IbI.

W W W U . S co———

Maln  Y¥aepictep

CTEP®EHHIH MaTEpKank
g Kyiina

8 cypem. dataBase 6oniciniy iwki 6onikmepi

«Kyiima» Gemirinae Kasipri TaHIa bICTBIKKa  KoddduimeHnTTepinin Mouaepi MK enmipineni
Te31M/11 KyManap/islH Mapkanapbsl MeH onapasiH (9, 10 cyper).
CaH TYpJi TeMmIeparypaia >KbUTyAaH YJIFaIo

O B XX a4 e e O

Han CakTay Ao E ongeipraay W eiry

CTep®eHb MaTepuManbiHeH Kasakwa arays |5

CrepxeHs MarepHansHEH Ka3aka arays |..El.|:|yr0171 |

MarepHanabiH XBAYOTKISMAWTIK KO3 @GE@UHUHEHT | |

M= K.azakwa arayel I Opeicwa arayel | Ko | -

1d 1 Bac?a Apyroi

2 Temip Heneszo F4.400001 5252789
B 3 Mes tMens 389.800005103516
N 4 A AKOPAHHLAE A AHFAMHAE 209.300003051 758
: 5 AATEIH ZonoTo 312799987 792969
| E | K. ?ric Cepetpo 418.70001 2207031
| 7| Aes NaryHe 255

2| EBonar Crane 45,400007 5252733
N 9 Wokien HyryH 52.73999932370605
B 10 fgdigdfg

9 cypem. CmepoicenvHiy Mamepuaidapuiibly HColyomkizeiumix koapguyuenmmepin MK endipy
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10 cypem. blcmuvixka me3imoi Kyrimaiapovly MapKacsl MeH O1apObly IPMYPLi MeMNepamypaoa HeoliyoaH Yiaw

K03 puyuenmmepiniy manoepi MK endipy unmepdetici

Enpi 013 @aiin 6emimingeri «CoIpTKbl (hakTop-
JIApJIbIH aJIFalllKbl IapamMeTpiiep apKbUIbDy CHIIPY
OeJiriMeH Kajai )KyMbIC )KacalThIHbIHA TOKTAJIANbIK,
On ymin @atin— Colpmibt paxmoprapoviy ani2auiKsl
napamempiep apKblivl HYCKaybIH OpbIHAaiiMbI3. CoJl
kesze TeoMmeHjeri 11 cyper ambuiaael. byn Tepese
Heri3ri 5 OestikreH Typajsl. Onap:

1. CrepKEHBHIH KOJIICHEH KHMa IIIiMi MeEH
OHBIH MTAPMETPIICPIH JKOHE JKAIIIbI Y3bIH/IBIFBIH CHIIPY

3. benrini  Gonran
CHIIPY;

4. Kanpaiina Oip aymaHra TYCIll TYpraH KbUTY
aFBIHBIHBIH MOJIIEPiH SHAIPY;

5. ChIpTKBl OpTaMeH JKbUTy anMmacy Kodd-
(DUIUCHTIH SHIPY.

Byn koFapbinarbl 5 CHIPTKBI (akropiap crep-
KCHBHIH OOWBIMEH XBUTYABIH Tapany 3aH/bUIBIFbIH
JKOHE JKbITy MEXaHHWKAallbIK KYWiH aHBIKTayFa >KeT-

TeMmIeparypa MOHJIEPiH

2. CTepKEHBHIH  JKBUTYOTKI3TiMTIK K03 du-  KimiKTi.
IUCHTIH (Kacaly MaTepHalibl) HAIPY;
: I gt i PO ARGALIT RS R P A g [ T = |
Crep - i Pt -]
T T ——— S —— | |- LT T |
1 el FLF funa]
POl - ¥ 1 1 -
L o T /' = ;
PAs s .
- - e [T snmg -]
Nmasrvsgen ipyen Binp [C] | Sy it oy DEFRaa~T] | K ijramnd min s0f1  isvsit aibidryl @ Famasiys mivinifedesssapesessil b [0 1 Gt 7 |
LS
B afm=lf
B 1] :
[ i P a2
vy W Gy W
LT e LT L]
Nraevdinn Fhes dbries iy o TIF Sad™ Ih e
Bacrany soopamuarsce e L6 fcnal BARTENY KoopOEsEETEcE e B (=L ] Wommanwres dl= 3% (cmal
= BT
11 cypem. Coipmgul chakmoprapowiy angawksl napamempiep apKvlivl enoipy benici
Enpi opkalichICBIMEH jKeKe-)KeKe TAHBICAWBIK ~ aCTBIHFBI  OeJiriaae kepcetinenmi. Cyperreri

KOHE JKYMBIC JKacaybl Typalibl HYCKAyJIBIFbIH
TYCIHIIpEHiK:

12 cyperre (63 06eT) KbI3bUI IIEHOCPMEH
OeNTiJeHIN TYpPFaH KOMIIOHEHT KOMETIMEH CTep-
JKEHBHIH KOJIIEHEH KyMMa IMIIMIH TaHJIaiMBI3.
TaHnanraH COH OHBIH KEPEeKTi mapamerpliepi
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karmait yorin R1 sxone R2 monzmepi cypam typ.
Mynnarel R1 crTepkeHbHIH OipiHII IIETIHIH
KMMa paadychl, aJ R2 ekiHmi MeTiHIH KuMa
pasnycChl.

Keneci omepamnusi CTep>KEHbHIH KaJIIbl
V3BIHBIFBIH Oepy. OHBIH eJIeMi cu Oepinesi.
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Crep niwimi

—

R2 [cm]

CrepxeHH KosageHeH KuMachiHbiH niwiMi (le?6ep)
R1 [cmM]
& Paauyc (o]

Crepxenb ysbiHabirsi L [cm]

12 cypem. CmepoiceHvHiy KONOEHeH KUMAa NiWiMi MeH OHbIY Nd-

pamempiepin Jcane Hcannvl Y3bIHObIELIH eHOIPY

Enni cTepKeHbHIH KbUTyOTKI3TIIITIK KOA(]-
¢bunmenTiH eHaipyai Kapactoeipaiibik (13 cyper).
byn aman MK-Ha enaipuireH marepuaiiapsl
TaH/Jay apKbUIbl iCKe achlpbuiafbl. JKorapbiaa
aliTKaHBIMBI3AaK, Oy Marepuannap MK-na ain-
JIBIH aJla eHIPLIIN KOWbLUIAIbI.

3K GorimTin i Kux 74.40] [Temip 1 |

Oenrini O1p KOOpAWHATACKIH/IA TEMIIEPATyPaHbIH
MOoHI Oenrim 6osca, OHJIa OCHI OOJIIKIIEH KYMBIC
)acasazsl. TemneparypaHblH MOHIH €HIIPY YILiH
TOMEH/IE€ OpHAJIACKaH CBHIPFbITIIA KOMIIOHEHTIHE
kKyriHemi3. CBIpFbITIIAa KOMIIOHEHTIH CBI3FBIII
nen Te ancak Oomanbl. CTep)KeHbHIH Kail KOOp-
JIMHATACBhIHJIa TeMIeparypa OepiireH ChI3FbIII-
MeH aHbIKTaiMbI3. ComaH COH TeMIlepaTypaHbIH
MOHIH €HJIIpeMi3.

 Temnepanma Tee) [°C1_ 3 0Kbumy arsise a [Bricw2] L lopwaran oprawuen mbury anmacy koad

( Y = | —

13 cypem. CmepoicenbHin JHcblyomKizeiuimixk kodgduyuenmin
(orcacany mamepuanvt) eHOIpy

TiziMHEeH ©3IMI3re KEepeKTi Marepuasibl
TaHJ1acaK OariapiiaMa aBTOMATThI TYPJIE OJ1 MaTe-
pUATABIH  JKBUIYOTKI3TIIITIK KO3 PUIIUECHTIH
aHBIKTal b, Erep ci3 TaHgaran Marepuanaapian
KBUTYOTKI3TITIK KOA(DOUIIMEHTT] TaIllacaHbl3,
oHJa Ti3iMHeH backa gereHnl TaHIay KaKer.
Ochl  Ke3le JKaHbIHAAFBl YSIIBIK ~ O€JCeH/Il
O6omaapl. Con  yAMIBIKKA  SKBUTYOTKI3TIIITIK
K03 OUIMEHTTIH MOHIH €HAIPCEHI3 0O0JaIbI.

benrini  OGomran Temmeparypa MoHACPIH
eHaipy Oemmine Tokranabik (14 cyper). Erep
C13 KapacThIPHIIN JKaTKaH MOCEJIe/Ie CTePKEHbHIH

14 cypem. bencini bonean memnepamypa manoepin eHoipy

Temneparypa MoHI CTEep)KEHBHIH KaHAal
na Oip KOOpAMHATAJaH eKiHIIN KOOpIMHATa
apacbiaa Oepinren 6osca, oHaa Oy Karaail ete
Kypraeni. Temmeparypa MoHIH €HAIpYAE YJIKECH
CaKTBHIK KakeT, cebebi Temmeparypa OepiireH
aymaHga Oip COTTe JKbUIy aiMacy Ja, XKbLTY
arbIHbI J1a Oepijie aaMaiibl.

Kby  aFbIHBIHBIH =~ MOJIIEPIH  EHJIpY
Oenimine keneiik (15 cyper). by sxepae xbuty
aFbIHBIH EHJIpyJe eTe cak Ooiy Kaxer, cebeOi
OepiireH anFamkbl MOH Kare 0osica, OapIbIFsI 1a
KaTe 0oJabl.

Uy

Temneparypa T(x) [°C] . Kbumy arbiHb q [BI."I:M"Z%

y w03 "-lw"“ﬁ

k_

hx=0)6 | 10 |heen)
Teo(x=0) 40 | 0] | Teotx=L)
I e = j
by [} Iy Xi (I:Ml 10
Hbimy Xj (cm)15
Hbimy dL (cr) 5

Hpumy anmMacy KodpduupeHTIHIH Mani h (BT(cu”2*C))
_Cblpmu OpTaHbIH TEMNepaTypachl Tco (*C)

Bactany koopauHatacel Xi= |10

(cm)

110
a0 |

Ankrany koopauHaracel Xj= |15

(cM)  Yabmgwrsi dl= 5 (cm)

15 cypem. Kanoaiioa 6ip aydanea mycin mypean sHColiy A2bIHbIHbIY MOTUEPIH eHOIpY

JKbuty aFbIHBIH EHJIpY Npoleci TYCIHIKTI
001yBI YIIIiH O1p MBICQJ KapacThIpailblK. EcenTin
oepinreni 16 cyperre (64 6eT) KopceTuIreH.

biz Oarmapnamanbl maiganaHOail  TYpHI,
©31M13 KOJIMEH 9pOip CHIPTKBI OpTa CTEPKEHBHIH
Kail Oyiiip OeTiHJe OpHAIACKAHBIH €CETITEeIl aia-
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WBbIK. MbIHA MBICaJl YIIIIH KOPIHII TYpFaHaai I
TYPJIi CBIPTKBI OpTa OipAeH Y3bIHIBIKTA OEpiireH.
CrepxenpHiH 1/3 Oeirine XbuUly arbIHbI, 1/3
06T KbUTyaH OKIIayJIaHFaH, 1/3 6eJ1iri ChIpTKbI
opTaMeH XbUTy anmMacasbl. Ecenreyre onaii 6071-
CBIH JIECEK CTePKCHBHIH Y3bIH/IBIFbIH, KOJIJICHCH
KMMa ayJlaHbIH, MaTepUaJIIbIH KbUTYOTKI3TIIITIK
MEH CBIPTKBI OpPTaMEH KbUTy anMacy ko3hdu-
LIUCHTIH JKOHE T.0. MapameTpiiepre MoH Oepemis.
K, =744(Bm/(cn = C)), b= 10(Bm/(crf = C)),
T., =40(°C) , g = 200(Bm/ca™), L=15 (cm), R=1
(cm), xy = 5(em), x, = 10(car).

16 cypem. Ecenmiy coizbacot

EHni CBIpFBITIIA KOJIBI CHI3FBINITHIH €H
OaceiHa anapambi3. CBIPFBITIIA KOJIIBIH KOFAPHI
KarplHIA KbBICKA Y3BIHIBIKTa OCHHEICHICH
CBI3FBINI CcypeTi O6ap OGarbipmanbl Oacambiz. Coi
Ke3/Ie CBI3FBINI peTiHae OelHeIeHTeH OaThipMa
CypeTi Iiereiey CypeTiHe aBTOMATThI TypIe
aybicazibl. ColaH COH CBIPFBITIIA JKOJIBI KalllaH
5 cm OonraHIIa, OpHBIHAH KO3FajTa Oepemis.
Hotmxkene crep:keHbHIH OYHip O€Ti KbI3bLI TYCKE
6ostmazamsl (17 cyper). On mereHimi3z cos ayanra
KBUTYy aFbIHBI TYCIIT TYp JAereHAl Oummipeni. An
KbUTY aFbIHBIHBIH MOHI €H aCThIH/a OpHAJIAaCKaH
kecrere g = 200(Bm/cm®) mem  Ka3aMbl3.
OcbiMeH 01311H MbIcajija JKbUIy AaFbIHBIHBIH
Oepinyl aymaHbl askranansl. Kemeci omeparus
CBIPTKBI OPTaMEH JKbLTY aJIMacy/bl 0acTaliMbI3.

CrepxeHbHIH KeiOip OemiKTepl CBhIPTKBI
OpTaMEH KbUTy ajaMacy Ipoleci XKYpII >KaTbIp.
OHBI aHBIKTAy YIIiH Kelleci 0eiMre oTy KakeT

(17 cyper).

o
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17 cypem. ColpmKbl opmamer H#Coliy aimacy Kodgdguyuenmin eHOipy

byn OemiMae >KbUly arblHBI Kail aynaHra
OepiireHi aBTOMATThI TYPAE AHBIKTAJIBII TYPA/IbI.
CBIpFBITIIA JKOJBI €I YaKbITTa KbI3bUT TYCIICH
OosutraH OeJTiKKe armapa alnMaiMbI3, ce0eli KLY
aFbIHBI MEH JKBUTY ajMacy mporeci 0ip carre Oip
xepze 00JTybl MYMKIH eMec.

AJ eHJIl CBIPTKBI OpPTaMEH KbLTY aliMacaTblH
OOJIIKTI CBIPFBITIIA JKOJIMEH aHBIKTAWbIK. by
oTiepaIus KOrapbla KOPCETUITeH KbLTY aFbIHbI
CHUSIKTHI 1CKE acChIPBUIAMbI, SIFHU CBHIPFBITIIA KOJI-
JIBIH KOFapBICBIHAA OpHAJACKaH KpICKa OcifHese
OeiiHeneHreH chI3FbITH 10 CM TYChIHA CBHIPFBIT-
Ima >KOJIIBIH KoeMeriMeH ajbln kejiemi3. ComaH
COH KbIcKa OeifHene OCMHENEHTeH ChI3FBILITHI
OarplpMaHbl Oip peT IIepTeMi3, COJ YaKbITTa
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CBI3FBINI IIIeTesiey OCWHECiHE aBTOMATThl TYPAC
ayBICTBIPBLIAIBI.

Enpi ceipFbITHA KOABI THIIIIKAH KOMETIMEH
CTEp)KCHBbHIH COHBIHA JeHiH co3ambi3. HoTu-
xKene OenrijereH aymMak KoK TYCKe Oosutabl.
O perenimis 10 cm-meH Oacram 15 cM Ieiinri
apaJIbIKTa CTEp>KEHbHIH OyHip Oeri OoibIHIIA
CBIPTKBI OPTaMEH KbLTY aJIMacaJibl JISTCH CO3.

OHBIH MOHIH, SFHH CHIPTKBI OpPTaMEH JKbLTY
anmacy Kod3(QHuIMeHTI MEH CBHIPTKBI OpTa TEM-
neparypachlH TOMEHJC OpHalacKaH KecTere
enaipemis. Conpaii-ak O1371H MBICAIABI CTEp-
KEHBHIH €Kl IIeTI KOJIICHeH KUMa ayJdaH apbiH-
Jla CBIPTKBI OPTaMEH XKbLTy anMacajinl. Oapabiy
na, MoHepiH eraipemis (13 cypet 63 Ger).
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CoHbIMeH Oi341H MBICAJIBIMBI3 TOJBIK KOM-
NBIOTEP JKaJblHA aJIFalllKbl IapaMeTpIIepIiH
MOHJZepl eHmipuiai. EHumiri kesexk eHmipii-
TeH MOHJAEPl ayphic aen KaOwurmay. On yuiiH
TOMEHT1 JKarblHJa opHanackaH KaowbLimay Oa-
ThIpMachIH 0acaMbi3. Cojl Ke3Jie KOMIIbIOTEp aB-
TOMATTBI TYpJe OCpiireH akmaparrtapabl eHJIeTl,
CTep>KCHbHIH 0OMBIMEH TeMIIepaTypaHbIH MOHIH
aHbpIKTalbl. OHBI KOpy YIIiH 0acThl MI3ipIeH

Yoepicmep— Temnepamypa epiciniy Homudiceci
HYCKaybIH OpbIHAaiMBI3 (15 cypeT 63 Ger).

Enni 613 @aiin 6emimingeri « Y11 KoopauHa-
TaJlaFbl TEMIIEPATyPAaHbIH MOHI apKbUIb CHIIPY
OeJiriMeH Kajaill )KYMBIC JKacalWThIHbIHA TOKTa-
naiiblk. Onpa Q@aiin—Yw koopournamaoaewl
memMnepamypausvly MaHi  apKblivl HYCKAybIH
opbiHaaiimMei3. Conm ke3fe 0i3re kenmeci Tepese
ambinaas! (18 cyper).

ain_ vaepicrep  dataBase

[E=m| = =)

18 cypem. Yw koopounamaoagvl memnepamypanvly MaHi apKwlivl eHOIpy unmepgelici

byn Tepesene crepKeHBHIH YII KOOPIH-
HaTackIH/1a OepiireH (aHBIKTAJIFaH) TEMIIEpaTypa
MOHJIEPIH €HIIPY apKbUIbl KaJlFaH Ke3 KeJreH
KOOpAMHATAIaFbl TEMIIepaTypaiapblH Tapaity
3aHABUIBIKTaphiH 1120 aHbIKTayFa OOJajbI.
Erep 6i3nin MpIcanga Oepinren Oosca, OHIA OJ1
MbIHA KOOpAWHATaIap Oomaibl:

T(x=0)=T, =153 (°C);
T(x=75)=T,=145(C):
T(x =15) = T}, = 236(°C)

ConbiMeH 013 cTepKeHbHIH OOMBIMEH TeM-
nepaTypaHblH Tapajly 3aHJAbUIBIFBIH aHBIKTAY
YIIIH aJifaiikbl OepuleTiH mapaMeTpiepii
MoHZAepiH Oepaik. EHAIri ke3ekre OHBIH HOTH-
xkeciH kepy. JKorapeima 013 anFamkel mnapa-
METpPIEPIiH MOHIEPIH EHIIPYOiH €Ki >KOJbIH
KapacTelpAbIK. COHBIH HOTHXKECIH Kellecl HyC-
Kay/lblH KOMEriMeH Kepyre Oomajabl, ON YIIiH
Yoepicmep— Temnepamypa epiciniy namuoiceci
HYCKaybIH opbIHAaiMbI3. Cou ke3zie 6i3re keneci
Tepese ambuiaasl (19 cyper 66 Ger).

byn untepoeiicre (19 cyper 66 6et) Temne-
parypaHbIH CTEp)KeHb OOMBIMEH Tapajy 3aHIbl-

JBIFBIHBIH TpaUKaNbIK KOHE CaHIBIK TYpHe
Kepe amambl3. Tepe3eHIH OH J>XKaK OeiriHue
rpadgukanbl OanTay OarblpMaiapbl OpHaJlaCKaH,
a7l eH TeMeHrl OeJiriHue TeMIepaTypaHbiH
CaH/IbIK MOHJIEp1 OpHAJIaCKaH.

Enni Yoepicmep OGeniminiH Kkeneci Oeuri-
riMeH Tanbicaiiblk. On 0Oi3ne «CTepKeHBHIH
KBUTy MEXaHUKAJbIK KYHWIH aHBIKTay» OOJIBII
Tabpuiaabl. CTep)KeHbHIH JKbUTyMEXaHUKAJbIK
KYHiHE MbIHAJap ’KaTaJbl:

u(x)(em) — cTep)KeHb KMMaJIAPbIHBIH KbLJ-
KYJaphl;

£x — cepmiHAiNiK 1eopMarys;

€7 — TeMnepaTypablK Aegopmaius;

& — aKuKarThIK nedopmanus;

g (k" fen®) — ceprinainik KepHey;

a1 (klfca®) — TeMIepaTypaibiK KEpHEY;

g(xI/cu?) — AaKUKATTHIK KEPHEY;

R (k') — cBIFyIIBI HEMECE CO3YIIbI KYIII;

Alp, Afp(cv) — CTEPKEHBHIH  JKbUIyIaH
HEMece CO3YIIBI-CHIFYIIbI KYIITEPAIH OCEpiHEH
Y3apyIbIH-KbICKAPY/IbIH MOHI;

a (1/°C) — XbllymaH yiraio k03 hu-
LUEHTI.
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19 cypem. Temnepamypa epiciniy Hamudicecin kopy unmepgetici

Omaii Oomnca, OCBHl ONEpalUsHbl JKy3ere
aceIpaiiblk. by aman crepxeHbHIH OOWBIMEH
TeMIeparypaHbl aHBIKTaFaHHAH COH IKY3€ere
aceIpbplIaibl, cebedl TemrmepaTypaHblH Tapaiy
3aHABUIBIFEl Ta0BUIMal JKBUTY MEXaHUKAaJIBIK
Kyl TaObuiMaiiapl. OHBI  Ky3ere  achlpy
yurin  Yoepicmep—  «CmepoiceHvHiy  Jicbliy
MEXaHUKANbIK KYUIH aHbIKmay» HYCKayJIbIFbIH

opelHIanMbI3. HoTwkene TtemeHnzaeri Tepese
ambimaasl (20 cyper). by Tepese eki OemikreH
TYpasIbl:

- CTep)KeHb KHMAaJapbIHBIH JKBUTYbl MEH
y3apybIH aHBIKTAY;

- cTepxkeHbJe OonaTblH Jedopmalius MeH
KEpHEeY/ll aHbIKTay.
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20 cypem. Cmepoicenvbhin JHColy MEXAHUKANbIK KYUIH aHblKmay unmepgeuci

Byn Tepesene (QyHKIMOHANIBIK KYpPBUIBIM
ere Kkypaeni. CoHpmaii-aKk KbUIy MEXaHUKaJBIK
KYIi eTe YJIKeH JQJIIKIEeH aHbIKTaiabl. Tepe-
3€HIH OH KaK IIETiHJe OpHAIACKaH OaThIpMaap
rpadukanpl OanTayra apHainFaH. AJl €H TOMEHTI
KAFplHIA CTEP)KEHb KUMAJIAPBIHBIH IKBUDKY
MOHJIEpl, KBUIyJaH YJIFar0 Kod(pQPHUIHEHTIHIH
MOHJEpI KOHE  CTEP)KEHBbHIH  Y3apYbIHbIH
MoH/Iepi KecTe Typinze 6epinren. TepeseHiH con
KaK IIETiH/Ie CTEPKEHBHIH )KbUTy MEXaHUKAaJIBIK
KYHIH aHBIKTay[a aJIfallKbl  YCHIHBUIATHIH
napametpiep.  CoHbIMEH Karap aJIJIBIH
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aja ecemTeNeTiH omnepaunusuiap. bymap  eq
aJIBIMEH OpBbIHJAIMAca HOTH)KE IIIBIKIANIBI.
byn omepauusHbl OpbIHIAY YUIIH OapiblK ic
OpeKeTTep/li PeT-PETIMEH OPBIHIAY KaXKET.

Enni conm op0Oip opeKeTTi jkeke-KeKe TYCiH-
TpeHiK:

1. CrepxeHbHIH €Ki IIETiH MBIKTaI OeKiTYy.
Erep nedopmariyst xxoHe KepHEY KOMIIOHEHTTEPiH
aHBIKTAy Kepek O0ojica, OHJAa MIHIETTI Typie
CTep)KEHBHIH €Ki IWIeTiH MBIKTanm OekiTecis.
Omn ymiin 21 cyperrerineit (67 6er) erinm xacay
KaXeT.
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o
22 cypem. JKviryoan yneato kooppuyuenmi ¢¢ (1/°C) anvixmay
Crep:xeHHIiH KMManapsiH Dexity . .
P P 3. CrepxeHbHIH KaTaHABIK MOMYJl MEH
7 N CO3YIIBI KYIITIH MOHIH eHT13y (23 cypeT). Coman
» \
Haitiox 3 @ Haitor coH Ecenrey 6arsipmachin 6acambiz. Hotmxkene
'R W CTEpKEHb KMMaJIapbIHBIH KbUDKYJIAPbI, )KbLTyaH
VIIFaro K03 UITUCHTIHIH TeMIiepaTypara
21 cypem. Cmepoicenv0i exi wieminen mvikman 6eximy NP . .
: TOYENIUIIrl, CTEpPKEHbHIH JKbUIy OCEpIHEH
2. CTepKeHBHIH KbUTyJaH YIFar Kodhdu- . .
) ] - y3apybl MEH CO3YIIIbl KYIITIH 9CEPIHEH y3apybl
HIerHTlH a (1/ C)_ aHbIKTay  ( cyper). CaHJIBIK JKOHE TpaUKAIIBIK TYP/Ie aHBIKTAIAbI.
bizme MyHBIH €Ki HYCKachl KapacThIPbUIFaH.

Bipiamici @ moHI Temneparypara Toyes i, SsFHA
a=a(T(x)). An exiHmici & MOHI TYpPaKTHI,
SIFHU X = CONST .

Alfa=const nupakTes

=) Basanarsi ) KoOmmMeH ToOnThipy
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AHE-300 I
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Teraneparupa [Tl 100 200

Alfa 21076 [1.°C] 10.1 11.8 132
0.0225 0.013 0.015
965 10.E 10z
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nedopmarus MeH KepHeEy/Il aHbIKTay 22 CypeT).

Moayns ynpyroctu E [k[cm™2] | 2000000

3 Ecentey
Pacrarusamomwan cuna P [kl]

23 cypem. CmepowceHbHiY KamayOblK MOOYIi MeH CO3YUibl

KYuwimity, MOHIH eH2I3y

Enni 24 cyperre KepceTiIreH Tepe3eHiH
eKiHII OeJiMiHe OTEeHiK (CTepKeHbAEC OOJaThIH
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24 cypem. Cmepoicenvoe bonamoin Oeghopmayus MeH KepHeyoi anvlkmay unmepgerici

KopbITbIHABI

bi3 Tepesenen nedopmarius MeH KepHEYIIH
CaH/JBIK MOHAEpPIMEH TpadUKalIblK Tapary
3aHIBUIBIKTAphIH Kepe anambi3. by tepese exi
OemiMHeH Typanabl. bipiHmici TepeseHiH comn
KaK IIETIHJIE OpHaJacKaH jae(opMaIisiHbIH
JKOHE KEPHEY/IIH CTEeP>KeHb OOHBIMEH TapaTy/IbIH
rpadUKanbIK 3aHABUIBIFBL. AJl eKiHII Oeiri
TEepe3eHiH OH JKaK MIeTIHAEe OpHaJIACKaH
nedopMaiusi MEH KEepHEYIIH CaHABIK MOHIEPI,
rpadukansl  nedopmanus HeMece  KepHey
peXuMiHe  aybICTBIpy, rpadukansl  Oanray
OaTpIpMaaphl.

Byn bIcTBIKKA TO3IMII KylMamap apHaibl
¢bu3uKa-XuUMHsl calachlHAa THKIPUOEACH OTir,

3ePTTEININ aHBIKTAJIFaH. ﬁaKTbI eMipie OChI
Kyiimamap 0ap, opi eHaipicTe KOJIaHBUIBII
xarelp. MK kyiimanmap enpmipinreH 0Oosica,
«CTep>KeHbHIH JKbITy MEXaHUKAJbIK KYHIepi»
Oemiminge  apHaiibl  TaHmaneim  MK-HaH
IaKkpIpbuIafbpl. MyHmail kyihie 0i3re He YIIiH
KEepeK JereH Cypakka jkayarnm OepeTiH Oolicak,
OHJIa OHBIH ce0eOl MbIHAA: HAKTHI OMipIe Ke3
KEJIreH MaTepuall KbUIYIbIH OCEPIHEH KelieMi
YIFasi/ipl, SIFHU  AeQOpMaiusFra YIIbIpaibl.
Erep 613 cTep)keHbHIH 9pTYpJIi KOOPAUHATACHIHA
OpKEJKi JKbUTy arblHBIH HEMEce TeMIepaTypa
Oepcek, OHa KbUTYIaH YIIFao Ko UIIUEHTI e
TemIeparypara OaillaHbICTBI 9pOip CTepPIKEHbHIH
KMMAacChIH/Ia OpTYpJi MOHTEe He OOJaThIHBI
KepceriireH [3].
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Anoamna. Maxanaoa cmpamezusinivlk KYpbligbliapobly CaH Mypii Kypoeii JHCbly Ke30epi acepinen Helizel
KYPbIIbIM 2leMenmmepinoe naioa Ooramuinsl kenmipineen. OHblY JICHLTY MEXAHUKAILIK KYUIH 3epmmell

anamvli ambedbanmulx, canovlx 20ici OouviHwa Kapacmulpwliovl. COHbIMEH Kamap ecenmey ancopummi

arcacanzan. Con KYpwligbliapobly Y30IKCi3 JHCYMbIC HCACAYbl Hezli32i KYpPuliblM 31eMeHmMMEPIHIY HCbLLY-
bepikminicine mixenel mayenoi OONAMbIHbL AUMbBLIZAH.

Tyuiinoi co3dep: axnapammolk MeXHOAO2USALAD, JHCHITY OMKI3IWMIK, ecenmey aleopummi, JICblLLy-
MEXAHUKANBIK KU, HCHLILY OPICI, HCLLY AIHOAPDI.
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Aunomauuﬂ. B cmamve nokasano, umo cmpamecudecKue ycmpoﬁcmsa 603HUKAIONT 6 OCHOBHbIX
lemMeHmax KOHCmpYKyuu noo eozoelicmeuem PAa3IUYHBIX CHIOHCHbIX UCMOYHUKOB meniid. Ou 6bi1
paccmompen YHUeepCalbHbIM YUCIEHHbIM Memodom, Nno360JAIOWUM U3YHUUNMDb €20 MePMOMEeXaHu-
YecKkoe cocmosrue. KpOMe nmoceo, Obll pa3pa60maH BLIYUCTIUMETIbHBLU azieopumm. HOKGS’aHO, uno

OnumenvHas paboma dSmMux yCmpoucmes 3a8Ucum om mepmudecKkol nNPOUHOCMU OCHOBHbIX NEMEHMO8
KOHCMPYKYUU.

Knwueswvie cnosa: MHQbOpMaL;uOHHble mexHojiocuu, menﬂonpoeodﬂocrnb, BLIYUCTIUMETIbHBL
ajeopumm, mepmomexanudecKkoe cocniosinue, nenjilosoe nojie, menjioesvle nontoKu.

DETERMINATION OF THE THERMOMECHANICAL STATE
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Abstract. The article shows that strategic devices arise in the main structural elements under the
influence of various complex heat sources. It was considered by a universal numerical method that
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allows one to study its thermomechanical state. In addition, a computational algorithm was developed.
1t is shown that the long-term operation of these devices depends on the thermal strength of the main

structural elements.

Keywords: information technology, thermal conductivity, computational algorithm, thermomechanical

state, thermal field, heat fluxes.

Kipicne

Kbty xe3nepi acepine KYMBIC KacaUTbIH
KONTEreH KYpPbUIFbUIAPIBIH (Ta30TypOMHAIBIK
ANEKTPOCTAHLIUSIIAP, aTOM peaKTopiaphl, peak-
TUBTI JKOHE CYTEKTIK JBUTATENbIEP, JKOHE T.0.)
KeHOIp KYPBUIBIM SJIEMEHTTEPl KYPAET KbLTY
arbIHJIApbl MEH JKbUTy ajMacy oCepIepiHIE Ky-
MbIC skacaizbl. Coll KYPBUIFBUTIAPABIH Y3IIKCI3
YKYMBIC ’Kacaybl HET'13r1 KYpbUIbIM 3JIEMEHTTEPIHIH
KbLTY-O€pIKTLIIriHE TiKesIeH Tayen/il Oonaabl.

OcpiFan opail cTpaTerusulblK KypbUIFbLIAp-
IIBIH OPTYPJIl KYpPAEl KbUTy Ke3lIepl dCEpiHCH
HET13I1 KYpBbUIBIM 3J€MEHTTEpiHAe Maiaa Oona-
TBIH KbLTy-MEXaHUKAJBIK KYWIH 3€pTTEeH anaThlH
oMOeOanThIK CaHJIBIK SJIC JKOHE €CENTey ajro-
PUTMIH kacay ©3eKT1 Macese OOJIbI TadbLIabl.

Herisri 6eJ1im

Herisri ogmicti TeMmeHae  KeNTIpuUIeTiH
MBIHaHAAM MbICalila KapacThIpalblK. bisre
Y3BIHIBIFEI L (cM), KOJJIEHeH KuMa aymanbl F
(cm?) OonFaH WICKTI Y3BIHIBIKTAFbl CTEPKEHBb
KOPIHICIHJIET]1 HET13T1 KYPbLUIbIM 3JIEMEHTI Oepi-
I JeliK, OHBIH JKbUIy OTKI3TIIITIK KO3()Qu-
[IUEHTI K. (Bm/(cv- °C) 6onceiH.  bepinren
rOpHU3aHTalb CTEP’KEHbHIH COJ ILIETI MBIKTAI

OeKiTUIreH, aj oH 1eTi 60c 0onchiH. CTepiKeHb-
HIH COJI IICTIHIH KOJIICHeH KhMa ayJdaHbIHa

q, (Bm/ cm?®), anm OH IICTiHIH KOJICHeH KhMa
aylaHblHA ¢, (Bm/cm”) KBUTYy arbIHAAphl TYCIN
TypcbiH. CrepkeHbHIH Oyiip OeTiHIH aynaHbl
apKBUIBI, OHBI KOpIIANl TYPFaH CBHIPTKBI OpTa-
MEH KBUTYy aJIMachIll TYPChIH. MyHIa KbUTy aj-
macy Koddunuenti h(Bm/(cu* - °C) = const,
aJl CHIPTKBI OPTaHBIH Temmeparypachl Ig,( “C)
OOJICBIH [1] M¥Hjla T.;.g [x:] = gx: + bx + C;
a, b, c = const . Moceneniy ecenrey ch30achl
l-cyperTe KepceTisreH.

h=const T..(x)

9

1-cypem. Maceneniny ecenmey cvizbacwl

Bepinren MocerneHi menty yIiH SHEPTUSHBIH
CaKTally 3aHbIHA COMKEC CaHIBIK OIIC Kypac-
ThIpAalbIK. ByJ YIIiH 3epTTemnin XKaTkaH cTep-
JKEHb Y3BIHJIBIFBI OOWBIHINIA TeMIIepaTypaHbIH
Tapany 3aHabUIBIFeIH T, (X) -Ke colikec eKiHimi
JIOpEKEeH1 TONBIK MOJMHOM KOPIHICIHAE 13/1eHiK,
SIFHU

T(x)=a,x> +a,x+a,>-0<x<¢, 4,0y, 03 =CONSI (1)

MYHJa
T(x=0)=a,-0+a,-0+a;=1T,

L L- L
T(IZE):ﬂJ'II—l_&: 'E‘l'ﬂ:i:]'}

T(x=L)=a, L*+a, - L+az;=T, 2)
nen Genrinecek, onaa T(x)-Ti MelHamail kepinicrepe xasyra 6onazst [1].
T(x)=ax* +ax+a;=0;(x) - T, +9,;(x)-T; + 9, (x)- T, =
ZL'—ELT+ZX'ITE+4L:€—“4:('I . ZLx_x_.TKaOSXSL (3)
12 L2 ] L2
Mynna
L* — 3Lx + 2x° 4Lx — 4x° 2Lx — x?
¢ (x) = I 195 () =) =—7 5 0<x<L, )
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@ ®
onna (3)-(4)-neH naigana”bIn TeMIIepaTypaHblH TPaAUCHTIH TaOaMbI3.
BT _ dT _ 4x-3L AL—8x 2L—2x
— == T, T 4= <x<
8x  dx I® I+ I® U L® T 0sx<L )

Enni 1-cyperTe KenTipiiareH Mocese YIIiH TOJBIK )KbUTY YHEPTUSHBI O©PHEKTEHTIH (PyHKIIHOHAII BT
KazaMmbI3 [2].

= [ s
vy 2 \x S(x=0)

h 5
+[ S@@ =T as
5 (6)
mynza S(x = () — crepxeHbHIH con XKaK WeTiHAET] KengeHeH Kuma ayaanbl, an S(X=L) — on
JKaK IIETIHIET] KOJIJIECHEH KUMa ay/lanbl; } — CTEp)KEHbHIH KoJIeMl; S - — CTEPXKEHbHIH OYHip OeTiHIH

q,T(x)dS -I-J. q,T(x)dS +

E{x=L)

aynanbl. Conpaii-ak (6) epHekreri uarerpanist T, (x), or
JTATAHBIT HHTETPAIIANMBI3. x

*rlzf q,T(x)d5=F-q,"T,
Six=0)

sxone I (X)-TapapiH epHEeKTepiHeH maii-

(7
(8)

f—fﬁ'“(aT):dv—K“'FJ.L[a: 3L) T, + (4L —8x) T, + (2L — 2x) - T,] dx =

I, = S(x=1) q,T(x)dS =F -q, T,

K.;r.x '

Fo . , 5
== [7T? — 16T,T, + 2T,T, — 16T,T, + 16T+ 7T, °] ©

5

5E

E(T(i‘f]—T (x)):fﬂ:urﬂ“(xj—i“ (x))*dx
2 co 2 o co

MyHIa P — xenjeHeH kuma nepumerpi. Connaii-ak [, -TiH epHerine T'(x) xone T, (x)-Tepain
©PHEKTEPIH aJblll KeJil KoHcaK, oHja [, -TiH KepiHici MbIHAHIal 00abl.

-

Ph (YL — 3Lx 4+ 2x° 4Lx — 4x* 2Lx— x? -
=— -T. + -T. +
o

I, > B ! e " e Ty —(ax*+ bx+c)| dx =

2|15 " 15 "/ 30 3

Z2al? N 2bL? . 4el . 3al® . bL? N cL _—
5 3 3 J 10 3 3 K
a’L® . abL* . 2acl® bL3

5 2 3

Ph[2L . 2L L al® cL 8L _ 2L 2L
=S| AR Tk tl5g 5 ) Tt 2 ih 2T -

+ bel® + ch)
(10)
Enpi (7)-(10) epuekTepi naiganansli I=1+1,+1;+1, (yHKIHMOHAIIBI KypaMbI3.
K_-F

I= “;L [7TF — 16T,T; + 2T,T, — 16T,T, + 16T + 7T, *] + Fq,T, + Fq.T, +
+Ph ELT:_I_ELTT LTT+ al® cL T+BLT:+ELTT+2LT:
2 (157" " 15°%d q5 ik 30 3 7157 " q5 07k gk
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2bL?

zaL3+ N 4cl r 3al® +bLf +cL _—
5 3 3 J 10 3 3 K

abl* 2acl® B2I2

2+3

L
5
T.T,

Enpni I-pynxuuonanasr T, > T}, ~TYHIH HYK-
TeJIepJIeTi TeMIlepaTypajapAblH MoH 1Pl OOBIH-
[1a MUHUMH3AIUSUTIAN HETI3T ISy TeHIeY-

aoJ K_F
1) —=0,=> Fq, +—=—14T -16T +2T, )+
)ay,l ql 6L ( i J k)
+P—h 4—LT,. +2—LT.—£Tk+
2115 157 15
K_F
2)a—J:O;:> ~—(-16T; +167, -32T,) +
or, 6L /
i it
2 _15 15 7 15
K_F
DY o= R+ B2l ar 61, +141) +
i 3
+P—h -ATIA+%TA+£T,{- SaL
21 15 157 15
Tenneynep KYHECIHIH HIenrmi
T,=T(x=0); 7T,=T(x=L/2) sxone

T, =T (X = L) -IiIH MOHJCPIH AaHBIKTAHMBI3.
Ta0wrran T, T; sxoHe Tk -apJIbIH MOHIEPiH (3)-
K€ aJIbIl OapbIN KOWBIT, 3€PTTENIN KaTKaH CTEp-
YKEHBbHIH Y3bIH/IBIFbI OOUBIHILIA TEMIIEPATyPaHbIH
Tapaiy 3aHJbUTBIFBIH Ta0aMBbI3, SIFHU

T =T(F,q,,q,,L,P,a,b,c,x) (13)

Ennl moceneniH caHAplK mienriMiH  Taly
YIIIH aJJbIMEH KaXeTTI MapaMmeTpiep/IiH MOH-
nepin 6epy kaxeT. Oy MoHAEPII TOMEHJET1NeH
€TI AJIalbIK:

> 3 ¥
Tm=a3:.f'+bx+c=ﬁx'—ﬁx+4l]

By cbIpTKBI OpTa TeMIeparypachlHbIH MoH1
CTEp)KEHb Y3bIH/bIFbIHA TOYEJAUIIK (hOpMachI.
T, (x)-TiH rpadukasbIK KepiHici 2-CypeTTe Kell-

TIPLITEH.
3
T.o(x)-tin epHerinen a =-—; b= —6:

¢ = 40 ekenniri xepineni. CoHpmail-ak crep-
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+ bel® + ch)

B 3
+P—h £T+ET 2LT,{-(2615L+ 3 +4§LH=O;

(11)

Jep kyiecin Kypamsi3. by xyiie Toemeneriaeit
CBI3BIKTHI TCHJIEYIIEp JKyleci 6omasr [2].

2b17

0;

bI* cL
e
3 3

JKEHBbHIH KOJIIeHEH KUMAaChIHBIH MIIIIMIH IIEH-
Oep OoNFaHIBIKTaH, OHBIH pAIUyChIH p =]
cM Jnen anablK. CTep)KeHb Y3BIHABIFBI L = 20
cM-re TeH 0oschbiH. OH/a CTepPIKEHBHIH KeJie-
HeH KuMa aylaHel F = mr® = mcau® Gomasl.
CrepkeHb MaTepUAJIBIHBIH JKbUTY OTKI3TIIITIK
koohdunuenti K. = 100(Bm/(cy- "C)) 6on-
cbiH. CTep)KeHbHIH OYHip 0Tl apKbLIbI CHIPTKBI
OpTaMEH JKbUIy aJIMACYBIHBIH KO3(PPHUIIHEHTI
h= 10(Bm/(cx* - °C)) GoschIH.

10
(12)

45 -
40 4
35 4
30 A
25 4
20 4
15 A
10 A
5_ ,,,,,,
6]

Temnepatypa

o 2 4 6 8 10 12 14 16 18 20

ArnurHa cTepkHA

2-cypem. Tm (3"-' )-mih; epaghuxanviy Kopiici
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@

Koty arbIHBIHBIH Oacrarksl MOHI . . . .
G, =q, = —500(Bm/cv®), an  Gepimren T(x)—r—-411+720 1321 4525 41
napaMeT‘pnepz[iH A1 Mslinepigne (12.)-1‘11@ 0<x<L (16)
ey TeHAeylIep JKYHECiHIH  KepiHici . .

. CTepKEeHBHIH Y3bIHJIBIFBI OOWBIHIIA KBLTY

TOMCHICTIACH GoNazbl. Tapaiy 3aHIbUIBIFBIHBIH TpadUKaIblK KOpiHici

39 T; + 81, = 71, = 1420 3-cypeTTe KopCeTuIreH.

T.+ 18T, + T, = 320

i ] N KopbIThIHIBI
—7T; + 8T; + 39T, = 1420 (14) CoOHBIMEH DJHEPrUsiHBIH CaKTaldy 3aHJbl-

By tenueynep skyitecin menrin Ty T; sxone

T, k -TapIbIH MoHACPiH Tabambi3. Onap MbIHAIAN:

I,=T,= -’-1-1,1( HC);T} = 13,21[ "CJ (15)
Mynna 41 = ¢, xone T.,(x)-tin kepinic
CUMMETPHUSJIIBIK ~ Mapabonia  OOJNFaHBIKTaH,

aJIBIHFaH MICTIIMICPAC CHMMETPHSIIBIK 00JIaIbI.

f\\ i s //
S0 I NG R 7

15 b P o SR S S

w4
5 L
0

TemnepaTypa

o 2 4 6 8 10 12 14 16 18 20

OnuHa cTepxHA

3-cypem. Cmepoicerb Y3bIHObI2bI OOULIHULA HCBLILY MAPATLY
3AHOLLILIEbL

JIBIFBIHA HETI3ZENIII JKacallFaH CaHIBIK JIC
TYpaKkTalfaH >KbUIy OTKI3TIIITIK MACEJIECiHIH
Ke3 KEJTeH KYpAETi CBhI3BIKCHI3 JKBUTY Ke3nepi
ocepiHjie Nie IIenryre MYMKIHIIK Oepenmi eKeH.
A enai (16) by epici acepiHEeH CTep)KeHbHIH
y3apybIH (2) colikec TabambI3.

CoOHBIMEH JHEPTUSHBIH CaKTaJly 3aHbIHA
HETI3JeIIN JKacallifaH J>KaHa CaHJABIK OJiCc —
omOeban ofic OONBIT KYpAETi XbUTy Ke3aepi
ocepiHeri Heri3l KYpPBUIBIM 3JE€MEHTTEPIiHIH
KBUTY-MEXaHUKAIBIK  KYHIepiHiH  OepuireH
10-napamerpuepre (srun F, g 4,L,P, X ,a,b,
¢, X) TOYEJJIUIITIH TEPEH 3epTTeyre MYMKIHILLIIK
Oepeni. AJIBIHFaH  HOTWDKENEp  OHJIpICTeri
WH)KEHep-MaMaHAap  YUIH  eTe  KaXeTTi
MOJTIMETTep OOJaThIHBI aHBIK. OpUHE Oy o/iCTI
Ka3ipri akmaparThlK TEXHOJOTHsIapMeH Oipre
KOJIZITaHA OTBIPHIN, YJIKEH JKETICTIKTEepre KeTyre
6onaapl. Cebeb1 MyHmal karmalga ajbIHATHIH
CaHJIBIK HOTHXKENEP/iH AQJAIKTEpl eTe KOFaphl
Oomaser [3].
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COMPUTER VISION MODEL COMPARISON

NAM D., SAVINAT.
Kazakh-British Technical University, 050000, Almaty, Kazakhstan

Abstract. The use of machine learning in the medical field is one of the most difficult and thoroughly unsolved
problems. Currently, there are many different algorithms for solving problems in the field of diagnostics and
segmentation of biomedical images. Researchers are often faced with the challenge of choosing the best
method to apply towards their data. We conducted the empirical research and compared 5 algorithms that
able to detect anomalies in the medical images: RCNN, Fast-RCNN, Faster-RCNN, Mask R CNN, U-Net,
and Residual Neural Network. The advantages of automatic processing of the medical images are apparent:
doctors get a convenient software tool that allows them to diagnose the disease faster and reduce possible
errors. The task is to study and then select algorithms for further testing on the actual data. The selection and
study of algorithms were based on articles describing the architecture and application of computer vision
algorithms.

Keywords: machine learning, deep learning, neural networks, convolutional neural networks.
KOMIIBIOTEPIEPAI KOPY YJII'VIEPIH CAJIBICTBIPY

HAM ]1.,'"CABUHA T.

Kazaxcman-bpuman mexnuxanwix ynugepcumemi, 050000, Aamamel, Kazaxcman

Anoamna. Meouyunanvlk caiaoa MAuUHAILIK OKbINYObl KOLOAHY KYPOeli JHCOHe MYKUAM WleuiiMe2eH
Macenenepdiy 0ipi bonvin madwviiadel. Kazipei yakbimma OuoMeOUuyuHanivlk Keckinoepoi OuaeHOCmuKaiay
JiCoOHe ceeMeHmmey CAlacblHOAgbl Macenenepoi ueulyOiy KonmezeH mypii aieopummoepi oap. 3epmmeyuiinep
KeOiHe onapovly Manimemmepine KOLOAHYOblH ey muimoi 20icin manoay macenecine man 6o01aovl. biz
IMNUPUKATBIK 3epmmeyiiep HCYPei30iK dHcane MeOUYUHAbIK KecKiHdepoeai ayblmKynapobl AHbIKMAy MaCeneci
weute aramvin 5 areopummoi canvicmoipovik: Fast-RCNN, Faster-RCNN, Mask R CNN, U-Net, R2-Unet
gicone Resediul Neural Network. Asmomammul onOeyOiy apmulKUbLILIKMAPbL MEOUYUHAbIK KeCKiHOep
QUKbIH: aypyObl me3ipeK anblKkmayea 601a0bl, 0apicepiep blHealiibl 0a20apiamaIbli HCACAKMAMA ANAObL HCIHE
Oepexmepdi eyoeyoeei Kamenikmepoiy naivizvl a3asaosl. Tanceipma Koubliobl — HAKMbl 0epexmep DOUbIHULA
00an api mecmineyoiy aneopummoepin OKbln, cO0aH Kellin manoay. Aneopummoepoi mayoay meH 3epmmey
KOMNbIOMePIK KOpy ancopummOepiHiy apXumexkmypacsl MeH KONOAHBLIYbIH CUNAMMAUMbIH MAKaA1a1apad
Hezi30eneen.

Tyiiinoi co30ep: mawunanvlk OKblmy, mepey OKblmy, JCyiKe dxceninepi, KOHGOMIOYUANBIK JHCYUKe dceninep.
CPABHEHME MOJIEJIEM KOMIBIOTEPHOI'O 3PEHUSA

HAM JI., CABUHA T.

Kaszaxcmancko-bpumanckuti mexuuueckuu ynugepcumem, 050000, Aimamuol, Kazaxcman

Annomayus. Vcnonvzosanue MawunHoeo 00yueHuss 6 00nacmu MeOUYUHbl AGIAEMcs OOHOU U3 CAMbIX
CTIOJCHBIX U OOCKOHANLHO HEePeuleHHbIX 3a0a4. B nacmoswee epems cywecmsyem MHOMCECMBO PASTULHBIX
aneopummo8 05l peueHus 3a0ay 8 001acmu OUAHOCMUKU U CeeMeHMAayuu OUOMEOUYUHCKUX U300PAINCEHUIL.
Hccneoosamenu uacmo cmankuearomesi ¢ npoonemoll 6vl00pa HAULYYUWE20 Memood, NPUMEHUMO20 K
uccnedyemvim OanuviM. Mol npogenu smnupuyeckoe uUccied08anue U CPASHUIU 5 aneopummos, Komopule
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CHOCOOHBI peuums 3a0ady onpeoeieHus: anomanuu Ha meouyunckux chumkax: R-CNN, Fast-RCNN, Faster-
RCNN, Mask R CNN, U-Net, u Residual Neural Network. Ilpeumywecmea aemomamuueckoti oopabomku
MEOUYUHCKUX CHUMKO8 OYeBUOHDBL: DONLE3Hb MONMCHO OUASHOCIUPOBAMb Obicmpee, 8payu NOAYYaom YOoOHbll
NPOCPAMMHBLI UHCIPYMEHM, A MAKdce CHUMCAemcs npoyenm owubox npu oopabomie oaunwvix. bvina
noCmaegiena 3a0aia usyyumos, a 6 OaibHeluem omoopams aneopummsl 0 OAlbHeuue20 mecmupo8aHus
Ha peanvhvlx Oanuwix. OmoOop u usyyeHue anreopummos NnpoucxooUnu Ha OCHose cmamell, ONUCHLIBAIOUUX
apxumexmypy u npuMeHenue aieopummos KOMIbIOMEPHO20 3PEHU.

Knrwouesvie cnosa: mawunnoe obyuenue, 2nybokoe obyuenue, HeUpOHHble Cemu, C6EPHOYHbIE HEUpPOHHbIE

cemu.

Introduction

The development of Computer vision models
dramatically increases with the rise of computing
power. If the first convolutional neural networks
were useless in the actual cases because of the
slow speed and low accuracy, modern state-of-
the-art algorithms allow to proceed data in real
time for different cases.

CHM or other algorithm for
segmentation

In this paper we suggest a comparison of the
various contemporary convolution neural net-
works for solving an instant segmentation task.
We analyze six different architectures according
to their accuracy, training speed, weaknesses,
benefits, growth points and suitability for our fu-
ture research which is shown on Figl.

P @ NORMAL

% ABNORMAL

s
Classification
algorithm

Figl. Framework architecture of our future work

On the current step we are choosing the ap-
propriate computer vision algorithm for instant
segmentation tasks on medical data.

We chose eight algorithms for comparison
because they solve similar tasks and are appro-
priate for biomedical instance segmentation.
R-CNN model has a critical disadvantage that
makes it inappropriate for the lifetime usage [1].
The algorithm’s speed was 13 sec per image on
a CPU and 53 sec per image on GPU. The next
reviewed article is Faster R-CNN which partly
solved the time limitation by updating the loss
function and combining RCNN and Spatial Pyra-
mid Pooling NET (SPP Net)[14] algorithms. The
next step of development: this branch of CNN
also struggled with the same problem, as well as
it took into account another key point of comput-
er vision algorithm implementation. It allows to
save the disc storage and retrain the model iter-
atively by the single-stage usage. The speed of
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Faster R-CNN archived 198ms for proposal and
detection both, which have already made it state-
of-the-art algorithm. MASK R-CNN is the next
observed article, based on Fast and Faster RCNN
too. The main difference between MASK
R-CNN and Faster R-CNN is the replacement of
ROI-Pool with ROI-Align, used for calculating
the matrix of features for the candidate region
both, but with the bilinear interpolation instead
of calculating the matrix of features for the can-
didate region on borders.

Our main task is mostly based on the medi-
cal data. So, we are analyzing appropriate algo-
rithms for the biomedical image segmentation.
We found that U-Net, Mask R-CNN, and Res-
NET have been already used for medical cases.
So, MASK R-CNN and U-net were adopted for
Lung Nodules Detection and Segmentation [§]
[9], while Res-Net was applied for detection of
the diabetic retinopathy [15]. Also, Res-Net can
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be used as a backbone for other models to in-
crease their results. The combination of the us-
age of two or more different architectures in one
framework allows the results to dramatically
grow up. Thus, R2 U-net integrated the power
of U-Net and residual network and allowed the
use of historical data. RNN algorithm is based
on the LSTM concept and capable of the solving
image segmentation tasks. The RNN architecture
was used to improve the results of level set-based
deformable models (LDM) that are widely used
for medical image segmentation by adapting the
handcrafted curve evolution velocity. [10]

We determined that models were tested on
comparable datasets which allow us to match
them by the results given on original articles. Ac-
cording to the results from the original articles
we take into account the accuracy score, usually
mean average precision was used as a metrics for
model evaluation and the speed of image pro-
cessing on training and testing or both.

Model comparison

R-CNN model shows the high performance
mean Average Precision (mAP) of 31.4% [1] on

Conmvidet

Rl

N

Cony

_ pmwc:-uﬁ\

feature rnEp

Pascal VOC dataset for the object detection task,
but it still has two critical points which have not
allowed to use the model in real-time. Because
of the complexity of R-CNN architecture, more
directly due to the necessity to extract approxi-
mately 2k region proposals, it makes the process
of training too long for the real-time usage of the
algorithm (13s/image on a GPU or 53s/image on
a CPU according to the article). Moreover, as it
is based on a selective search algorithm it does
not allow to retrain the model on this stage. So,
the next observed algorithms are struggling with
these disadvantages.

Fast R-CNN is the algorithm which has been
created by Ross Girshick Microsoft Research.
The main goal of this algorithm is to increase the
speed of training and testing of existing R-CNN
algorithms while saving the accuracy score. Fast
RCNN algorithm is based on RCNN and Spa-
tial Pyramid Pooling NET (SPP Net) algorithms
which shows the good performance, but it is
quite expensive algorithm according to the com-
putation power, because of the complexity.

5, Rol feature

Fig2. Fast R-CNN architecture algorithm. [2]

Basically, the architecture of the model can
be described in free steps which are shown in
Fig2. The model calculates a conv feature map in
the first step using a number of convolution and
max-pooling layers. They then used a region of
interest (Rol) pooling layer to get the feature vec-
tor with a fixed size from the conv feature mask.
All vectors are sent to layers that are completely
connected. The final two layers are as follows:
the first generates softmax probability estimates

for K object classes plus a catch-all "context"
class (i.e., negative examples for all classes) [1].
For each of the K object groups, the second pro-
duces four real-valued numbers.

One more update from the R-CNN algo-
rithm is the multi-task loss for classification and
regression both.

L(pruv tuJ U) = Lcis(pru} + ’1[1‘" = 1]Linc(tur U](-l],

where u,v are target classes, t* - predicted
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tuple [u = 1] returns 1 if the expression inside
brackets is true and 0 overwise, L cis (pu )= -log

Py is log loss true class u, p - probability. L., is
defined over a tuple of true bounding-box regres-
sion targets for class u, v = (vx, vy, vw, vh), and a
predicted tuple tu = (tux , tuy, tu w, tu h ), again
for class u. [2]

For the evaluation of the model, they used
mAP metrics. They tested the model on PASCAL
VOC2007, VOC2010 and VOC2012 which con-
tained 20 types of objects. datasets and got the
accuracy 70, 68.8m 68.4%.

Faster R-CNN algorithm has positive up-
dates from R-CNN which are caused by the im-
provement of the architecture of the model:

1. Increasing mAP

2. Single-stage training

3. The usage of multi-task loss

4. Reducing the usage of disk storage

As a consequence, these four advantages
allow them to solve problems which were de-
scribed in RCNN algorithm.

The speed of Fast R-CNN algorithm is near
real-time, but it does not take into account the
time which is spent on the region proposal. The
next algorithm is Faster RCNN which also has
been developed by the Microsoft research group.

f anchor boxes

]

=N

.

Fig 3. Region Proposal Network (RPN)[3]
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The image is used as an input of Region
Proposal Network (RPN) which is shown in Fig
3, while the output is the set of rectangles with
corresponding objectless scores.

The FPN is a fully convolution network with
SDG optimizer. They fully inherit the approach
of training from the Fast R-CNN algorithm. For
mini batch generation they used 256 random an-
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chors with the proportion of positive and nega-
tive samples up to 1:1. In case of lack positive
samples, they add negative anchors to a mini-
batch.

The new layers were created using weights
from a zero-mean Gaussian distribution with a
standard deviation of 0.01. Image Net creates the
rest of the layers. They also tune some ZF and
VGG layers to conserve memory. While RPN
was used for the region proposed generation,
Fast R-CNN was accepted as an algorithm for
detection. The dataset from PASCAL VOC 2007
detection championship was used for the evalua-
tion of the model. Overall, it contains 5000 trains
and the same test images with 20 types of ob-
jects. They used mean Average Precision as the
evaluation metrics. The formula is
Egzl AveP(q)

Q

where Q is the number of queries in the set
and AveP(q) is the average precision (AP) for a
given query, q. (4)

The best result of the model was achieved
with the implementation RPN and ZF together.
The MAP was 70.4%. According to the speed be-
ing one of the factors which has led to creation
of this algorithm, 198ms was achieved for both
proposal and detection, while the previous algo-
rithm allowed the speed 300ms (0.3 from previ-
ous article). While Faster R-CNN is a state-of-
the-art algorithm, the creators of Mask R-CNN
algorithm found that its performance also can
be updated in consideration with pixel-to-pixel
position of input and output images. The next
algorithm is Mask R-CNN [3] which has been
presented via Facebook Al research group. It is
built on Fast and Faster R-CNN, much as before.
[t3. Fig. 4 depicts the architecture of the Mask
R-CNN system.

MAP =

Fig 4. Framework for instance segmentation [5]
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Overall, Faster RCNN does not take into ac-
count a pixel-to-pixel position of input and out-
put image. Mainly the architecture is separated
into two stages: backbone and head for the fea-
ture extraction and bounding-box recognition,
mask prediction, correspondingly. According to
the author of the article, every type of CNN could
be adapted as a backbone, while they stopped on
Feature Pyramid Network because it allowed to
get the efficient speed and accuracy score at the
same time. The architecture of the head is shown
on Fig 5.

For solving this one ROI pooling layer was
replaced via ROI align layer. The difference be-
tween them is that the values are rounded to in-
teger in ROI pooling, while in ROI align uses
fractional values. As a loss function was used
the multi task loss

L= Lc!s + Lb::-.r + Lmnsk,

where Leis- classification, L

box regression,

L mask- mass loss in Mask R CNN. (5)

Also, the significant remark is that MASK
R-CNN solved both the problem of instant seg-
mentation and object detection, it also can be
used for person segmentation.

box - bounding

Faster R-CNN | 7 Faster R-CNN
wl ResNet [15] wl FPN [22]

" class 1 ff class
e 2 : ol S {7
» Y SN —l 1054 [+ 700a | H
» gm| 2048 box | [Rol|| x2ss T 11024 024 ] G
|

Rol ||%1024 | ress |{x

Fig 5. Head architecture

Then this model was adapted for the auto-
matic nuclear segmentation task. [5] They did all
experiments on the image set BBBC038v1 from
the Broad Bioimage Benchmark Collection [5].
The examples of the images are given on Fig 6.
[6]

They achieved maximum Mask Average In-
tersection over Union 70.54% with ResNet-100
FPN as a backbone on validation data.

The next algorithm is the logical extension of

Mask R-CNN. Furthermore, it was the winner of
the CACOO challenge of the next year. Path Ag-
gregation Network for Instance Segmentation
algorithm [7] was the winner on CACO 2017
Challenge instance segmentation and achieved
second place in Object Detection task. Overall,
CACO dataset consists of 200 000 different im-
ages with difficulty to derivation among classes
because of blur, number of different objects and
other examples of complexity on the image.

LT LUK T

(1]

Fig 7. lllustration of framework.

There are basic descriptions of the architec-
ture of PANnet. The first step is Feature Pyra-
mid Network Backbone and Bottom-up path
augmentation which were designed for reducing
information path. The second step is Adaptive
Feature pooling. This part of the Framework can
collect feature levels’ features for each propos-
al. And the last one if fully connected network
(FCN) from original Mask RCNN with addition-
al properties. The architecture Fig 7.

U-Net belongs to state-of-the-art CNN. It
was constructed specifically for biomedical im-
age segmentation [12].

79



o BECTHMK KA3AXCTAHCKO-BPUTAHCKOIO TEXHNYECKOIO YHUBEPCUTETA, N°3 (58), 2021 o

input
; output
'mat?': e * segmentation

-
7 map

-

| N
- ki
i’l*! !'l*;

-I’-»? N L

--bh‘-;

- conv 3x3, ReLU
copy and crop
# max pool 2x2

Fig 8. U-net architecture [11]

In the article [11], Unet architecture was de-
scribed and demonstrated.

The network architecture of Unet is shown
in Figure 8. Architecture divided into two hemi-
spheres: on the left side is the contracting path,
which following the standard architecture of
CNN and on the right side is expanding paths.
After combining the images with the data and
passing it through other convolution layers, the
network design is made up of a series of convo-
lution and pooling layers that minimize the spa-
tial resolution of the picture until increasing it.
Generally, the network functions work as a filter.
Each compression block takes an input, adds two
ReLu 3X3 convolutional layers, and then a pool
of maximum compression coefficients.

For each layer in the pool, the number of fea-
ture maps is multiplied. The bottleneck layer is
made up of two 3*3 Conv layers and a 2*2 Conv
layer. Each expansion module sends data to two
3*3 Conv layers and a 2*2 upsampling layer,
halving the number of object channels. Also in-
cluded is concatenation with a correctly clipped
object map from the contract direction.

Finally, the 1X1 Conv layer is used to make
the output segment count equal to the number of
function maps. U-net applies a loss function to
each pixel in the image. This makes it easier to
spot specific cells in the segmentation diagram.
A Softmax value is assigned to each pixel, fol-
lowed by a loss function. This changes the issue
from segmentation to grouping, requiring each
pixel to be assigned to one of the classes. The
network includes 23 convolutional layer. To en-
sure a smooth split of the output segmentation
map, choose the size of the input tile so that all
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2x2 max-pooling operations are applied to a lay-
er with even x and y sizes (see Figure 9).

Fig 9. Overlap-tile strategy [11]

Cross entropy is often used as a loss func-
tion for UNet:

E=Zien w(x)log (pyy(x)) (6),

where @ - set of multiplicative coefficients, x
- pixel position, p - softmax activation function,
I: Q — {1,...,K} is the true label of each pixel, K
is the number of classes. [1]

The main advantages of Unet:

1. Itis a computationally effective method

2. It can be trained with a limited dataset.

3. End-to-end training

4. Preferable for bio-medical applications.

With ResNet-101, the Residual Neural
Network will replace VGG-16 layers in Fast-
er R-CNN. Many researchers have noticed that
this approach has improved. Residual Network
(ResNet) is a form of neural network that first
appeared in 2015. [13]

In the 2015 ILSVRC classification compe-
tition, ResNet won 1st place and entered the top
5 in the COCO 2015 competition for ImageNet
Discovery, ImageNet Localization, Coco Dis-
covery and Coco Segmentation. The Resnet neu-
ral network is able to effectively train both with
100 layers and with 1000 layers.

ResNet is based on residual learning. In
2015, deep convolutional neural networks were
able to classify images better than humans. Pre-
viously, many researchers faced such a problem
when a deeper network begins to collapse, since
with increasing network depth, accuracy first
increases and then quickly deteriorates. More
layers in conventional neural networks imply a
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better network, but due to the disappearing gra-
dient issue, backpropagation will not update the
weights of the first layer correctly. As the error
gradient propagates back to the earlier layers,
re-multiplying makes the gradient small. Thus,
as the number of layers in the network increas-
es, its performance saturates and begins to de-
cline rapidly. Res-Net solves this problem with
an identification matrix. By using the identity
function for backpropagation, the gradient is
only multiplied by one. This protects the input
and prevents data loss.

The drop-in training accuracy demonstrates
that not all networks are simple to improve. To
overcome the problem of reduced training accu-
racy, when optimization is impossible, Microsoft
has proposed a deep "residual" training structure.
The F (x) + x formulation can be implemented
using neural networks with fast access connec-
tions (Figure 10).

ResNet uses a skip connection, which means
that the original input is also related to the output
of the convolution block. This aids in the solu-
tion of the gradient fading problem by allowing
the gradient to travel along a different direction.
They often use an authentication feature that al-
lows the higher tier to perform just as well as the
lower tier, if not better.

X
Y
weight layer
F(x) yrelu X
weight layer identity
F(x) +x

Fig.10. Building block of residual learning. [13]

Resnet's network uses 3*3 filters, stride 2
CNN layers, a global average pooling layer,
and a 1000-way fully wired layer with Softmax.
Network of ResNet uses a 34-layer simple net-
work architecture inspired by VGG-19, to which
a connection shortcut is then added. These fast
connections then transform the architecture into
a residual network.

The ResNet model, in comparison to VGG
networks, has less filters and is less complex. Add
a quick link (Figure 11, right) to the simple net-
work mentioned above, which transforms the net-
work into a residual version of the network. When
the input and output dimensions are the same, the
recognition simple couplings F (x W + X) can be
used directly (solid line quick couplings in Figure
11). He considers two choices as the dimensions
increase (dotted lines in Figure 11):

To increase the dimension, fast join performs
identifier matching with additional zeros added.
There are no additional parameters introduced by
this option.

Fast connect projection in F (x {W} + x) is
used for dimension matching (done with 1 x 1
convolutions). [13][14]

Conclusion

The article reviewed computer vision algo-
rithms that are based on convolutional neural
networks. Each subsequent algorithm imple-
ments the disadvantages of the previous one. At
the moment, the approach of finding important
segments using convolutional neural networks is
the most popular in computer vision, since algo-
rithms based on transformers require high com-
puting power.

In accordance with the goal of the task: find-
ing the optimal algorithm for image segmentation
and further classification of computed tomogra-
phy images, we chose u-net and Mask R-CNN
for further practical testing.
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COMPARATIVE STUDY OF MODERN NEURAL NETWORK
ARCHITECTURES FOR MEDICAL IMAGE SEGMENTATION PROBLEMS

NAGMETOVA A.,,ALDOSH A.
Kazakh-British technical university, 050000, Almaty, Kazakhstan

Abstract. Computer Vision is the area of Machine Learning that is responsible for machine perception of
visual information. Image segmentation is a subfield of Computer Vision that solves the task of dividing a
digital image into segments by their class label. One of the main problems in the subfield is the scarcity of
data and the restoration of spatial information for the classified image. This article is a brief survey of current
Biomedical Image Segmentation approaches, specifically Convolutional Neural Networks architectures and
the morphological transformation for data augmentation.

Key words: computer vision, biomedical image segmentation, convolutional neural networks, data augmentation.

MEIUIWHAJIBIK KECKIHAEPAI CETMEHTTEY MIHAETTEPIHE
APHAJIFAH 3AMAHAYUW HEMPOHIBIK KEJII APXUTEKTYPAJIAPIbIH
CAJIBICTBIPMAJIBI BEPTTEYI

HAT'METOBA A., AJITOLI A.

Kazaxcman-bpuman mexnuxanwix ynugsepcumemi, 050000, Aaimamel, Kazaxcman

Anoamna. Kovnviomepiuix kepy — 6u3yanovl aknapammusl MAWUHALLIK KAObLIOAYea dcayan bepemin
MAWUHATLIK, OKbIMY canacel. Keckin ceemenmayusicol — camowvlk KeCKiHOI ChlHbIn Oenzici botblHua
ceemenmmepee 001y MaceleCiH uleulemin KOMnblomepuik Kepy canacel. Byn canadagvl Hecizei
npobnemanapoviy 6ipi — Oepexmepoin Hcemicneyuiniei Heane HeikmenzeH KeCKiH YuliH KeHicmikmik
aknapammol KainvlHa Keimipyi 6o1vin madwvliadsl. Amanean makaia 6UomMeOUyUHAIbIK KeCKiHOepoi
CecMeHmMayusnayobly 3aMaHayu maciloepine, aman aumKaHod KOHBOIOYUSIbIK HEUPOHObIK

JHceninepoiy apxumexmypacvlia JHeamne oepekmepoi Kobeumy yulin Mop@oiocusivlk mypienoipyine
KbICKAULA WLOTLY dHCACAtiObL.

Tyiiinoi ce3zoep: KomnvromepiiK Kepy, MeOUYUHAIbIK KeCKIHOepOT cecMeHmayusay, KOHBOMOYUATbIK
HeUpoHObIK diceniniep, depekmepoi ayeMeHmayusniay.

CPABHUTEJIBHOE UCCJIEJOBAHUE COBPEMEHHBIX HEHPOCETEBBIX
APXUTEKTYP JJI51 3AJTAY CETMEHTUPOBAHUSI MEJJUIIMHCKUX
HU30BPAKEHUM

HAI'METOBA A., AJITOIII A.

Kaszaxcmancko-bpumanckuti mexnuuecxuti ynugepcumem, 050000, Anmamot, Kazaxcman

Annomauus. Komnviomeproe spenue —3mo 001acms MAUUHHO20 00yHeHUs:, KOMOopasi Omeeuaenm 3a MauuHHoe
socnpusimue 6uzyanvrou ungopmayuu. Ceemenmayusi u300padicenus — Mo chepa KOMNbIOMeEPHO20 3PeHUs,
Komopasi pewiaem 3a0avy pazoeieHus Yu@dposoco uzodpajicenus Ha ceemenmol no ux memxe kiacca. QOnoul
U3 OCHOBHBIX NPOOIEeM 8 OAHHOIU chepe ABNAeMCs HeX8AMKA OAHHBIX U 80CCMAHOBIIEHUE NPOCMPAHCMBEHHOT
ungopmayuu 018 KIACCUPUYUPOBAHHO20 U300pAdICeHUs. Dma cmambvs npeocmaesisiem cooou Kpamrutl
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0030p COBPEMEHHBIX NOOX0008 K Ce2MEeHmayuu OUOMEOUYUHCKUX U300PAXCeHUll, 8 YACMHOCIU apXUMeKmyp
CBEPMOYHBIX HEUPOHHBIX cemell U MOPPONI0SUUeCcKo20 npeobpazo6anus Ol ayemenmayuy OaHHbIX.

Knrouesvie cnoesa: KomnsromepHoe 3peHue, cecmenmayus MBOMMMHCKLDC u306pa9fceHuﬁ, ceepnovHble

Hel;pOHHble cemu, ayemenmayus OAHHbIX.

Introduction

Image segmentation is the process of divid-
ing digital images into several segments. The
purpose of segmentation is to simplify and modi-
fy the representation of an image so that it is eas-
ier to analyze. Image segmentation is commonly
used to highlight objects and boundaries in imag-
es. More specifically, image segmentation is the
process of assigning labels to each pixel in an
image such that pixels with the same labels have
common visual characteristics.

The result of image segmentation is many
segments that together cover the entire image or
many contours extracted from the image. All pix-
els in a segment are similar in some characteristic
or computed property, such as color, brightness,
or texture. Adjacent segments differ significantly
in this characteristic.

In this article, we reviewed and compared
articles on image segmentation in different areas.
We touched upon the topics of Fully Convolu-
tional Network, Convolutional Neural Network,
and Fuzzy Logic in image segmentation.

Review

There is a problem in Deep Learning that
relates to the lack of quality data. Moreover,
it greatly affects the Computer Vision area be-
cause, typically, CV architectures need a lot of
data to learn and generalize well. Furthermore,
there is not much existing data to train deep ar-
chitectures in the Biomedical tasks for Comput-
er Vision. The Convolutional Neural Network
called U-Net [1], which got the name from its
U-shaped architecture, as shown in Figure 1, ad-
dresses this problem for the task of Biomedical
Image Processing. The proposed solution uses
the encoder-decoder approach but in a slightly
modified way. It showed great results on Image
Segmentation tasks, and it is also very quick: for
an image with a resolution of 512x512 pixels, the
processing time was less or equal to second in
most cases with a recent GPU.

The U-Net is built upon a Fully Convolution-
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al Network architecture [2]. The main idea is to
add upsampling operators to the network's right
side (decoder), which mirrors its left side (encod-
er). The distinctive feature of all Fully Convo-
lutional Networks is skip-connections. They are
used to keep the spatial information of an image
and transfer it to the upsampling convolutions.

The encoder part comprises typical 3x3 con-
volutional layers. Each of these is followed by
ReLU and 2x2 max pooling for downsampling.
Then, in the decoder part, each feature map is up-
sampled by 2x2 up-convolution and concatenated
with a corresponding cropped feature map from
the encoder part (skip connection), convolved by
two 3x3 convolutions with each convolution fol-
lowed by ReLU. A 1x1 convolution follows the
final layer for mapping the resulting feature map
to the number of segmentation classes.

output
segmentation
4 & map

512 256
—r]fl'?l =»conv 3x3, ReLU
; t 8 8 copy and crop
§# max pool 2x2
4 up-conv 2x2
= conv 1x1

512 512 1024 51;

Figure 1. The U-Net architecture, example for 32x32 image

For efficient computing, the architecture
favors the large input tiles over the large-sized
batches; hence the batch size is set to a single
image. Data augmentation is an important step in
the training of U-Net. The random elastic defor-
mations, shifts, and rotation of images showed
great results in tasks with very few annotated ex-
amples. Also, the dropout layers of the encoder
part of the network perform an additional data
augmentation.
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U-Net with its Fully Convolutional Archi-
tecture in combination with the efficient training
and data augmentation approaches showed great
results on Biomedical Segmentation tasks.

Name PhC-U373 DIC-HeLa
IMCB-SG (2014) 0.2669 0.2935
KTH-SE (2014) 0.7953 0.4607
HOUS-US (2014) 0.5323 -
second-best 2015 0.83 0.46

u-net (2015) 0.9203 0.7756

‘ Image data preprocessing ‘

Establish an optimized convolutional neural network
model framework

Depth calculation model based on adaptive dropout

Medical image segmentation algorithm based on
optimized convolutional neural network-adaptive
dropout depth calculation

Table 1. Segmentation results (IOU) on the ISBI cell
tracking challenge 2015

The second article in this review is “Medical
Image Segmentation Algorithm Based on Opti-
mized Convolutional Neural Network-Adaptive
Dropout Depth Calculation”. Authors: Feng-
Ping An et al., [3].

In this article, authors tried to solve some im-
age segmentation problems. To solve the problem
of network structure flexibility in a deep learning
model, they optimized the convolutional neural
network model by adding cross-layer connections
in a traditional convolutional neural network. At
the same time, authors add the adaptive dropout
model, to enhance the generalizability of the drop-
out method to reduce the deep learning model.

Here is the basic steps corresponding the
idea in this article:

(a) (b)

Test model

Figure 2. Basic idea of medical image segmentation algorithm
based on optimized convolutional
neural network-adaptive dropout depth calculation

1. First, medical image data was prepro-
cessed such as denoising, adding, and expanding.

2. Then authors used the convolutional neural
network model by adding cross-layer connections
in traditional convolutional neural networks, which
they established, to make a image segmentation

3. Moreover, they added an adaptive dropout
model to the convolutional neural network model
by adding a cross-layer connection. According to
the hidden layer position, an adaptive distribution
function is designed to set the activation probabili-
ty of each layer of neurons; it further improves the
generalizability of the dropout model.

(d)

Figure 3. Partial image segmentation results
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As a result, authors make comparison by
Dice coefficient, Jaccard coefficient and False
positive cases between traditional machine learn-
ing model (b, ¢), traditional convolutional neural
network (d) and new an optimized convolutional
neural network with adaptive dropout depth cal-
culation (e).

Segmentation method | Dice Jaccard FP

b 0.8397 0.7826 0.1337
c 0.8485 0.7932 0.1191
d 0.9132 0.8557 0.0582
e 0.9904 0.9827 0.0012

Table 2. Comparison of ultrasonic tomographic image dataset
segmentation results\

As shown in Table 2, the new an optimized
convolutional neural network with adaptive
dropout depth calculation presents the better re-
sults among four of them.

The third article where authors used image
segmentation in medical image data is “A Two-
Step Segmentation Method for Breast Ultrasound
Masses Based on Multi-Resolution Analysis”.

Authors: R. RODRIGUES, et al., [4]

In this article, authors first proposed an approach
by the following workflow, shown in Figure 4.

BUS Image

4

Image
Processing

Support Discriminant

Vector i

Machine Analysis
ROI

Selection

Image
Processing
Active
AdaBoost
Contours

Figure 4. Global workflow for the two-stage beast mass

segmentation approach

86

Firstly, to classify the BUS image (breast ul-
trasound) apply the SVM and DA classification
algorithms using a pixel descriptor with five dif-
ferent features. As long as the original BUS image
were the non-linear diffusion and the FIR filter
two bandpass outputs with and two different scale-
space mean curvature measures. The next stage is
ROI Selection (region of interest). This stage was
used to reduce the number of misclassified pixels.
Moreover, initial contours that used in the subse-
quent segmentation steps appeared in this stage.

Further, after the ROI selection stage the au-
thor applies the AdaBoost algorithm to classify.
This algorithm uses a weak classifier to establish
a threshold for data dimensions according to a
distribution. The goal of this algorithm is to min-
imize the classification error. In the author's ex-
ample AdaBoost algorithm applied with 200 iter-
ations. The output of the algorithm was submit-
ted to the selection of the largest area object, to
eliminate small non-relevant objects that might
result from defragmentation of the main contour,
yielding the final segmentation results.

The other path proposed by authors for mak-
ing segmentation is the Segmentation refine-
ment using active contours. This algorithm was
focused on minimizing the equation energy. In
comparison to the previous algorithm, this algo-
rithm was applied with 100 iterations. Similarly,
to the preceding stage, the output of the algorithm
was submitted to the selection of the largest area
object. The results of both algorithms are given
in the Table 3.

Initial AdaBoost Active contours
Accuracy 97.3% 97.7% 97.5%
Recall 68.1% 79.6% 77.8%
Precision 92.4% 89.3% 89.3%
Dice,_ (overlap) | 0.690 0.824 0.813

Table 3. Segmentation performance measures

The both methods, which was used in this ar-
ticle, have shown the good overlap and recall re-
sults. In a direct comparison of the two segmenta-
tion refinement methods, AdaBoost improves the
normalized overlap coefficient in 0.134, whereas
active contours improve this measure in 0.123.
Moreover, the AdaBoost algorithm shows better
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recall results 79.6% against the recall result of
active contour algorithm 77.8%.

In the article named “CT liver tumor seg-
mentation hybrid approach using neutrosophic
sets, fast fuzzy c-means and adaptive watershed
algorithm” authors A. M. Anter, et al., [S] pro-
posed the method to make liver tumor CT image
segmentation. According to this hybrid segmen-
tation approach, the authors used several algo-
rithms like watershed algorithms, neutrosophic
sets, and fast fuzzy c-means. The main reason is
that each technique has its own problems, which
the others do not have.

The shortest algorithm proposed by this article:

The first is pre-processing. At this step, the
image is converted to grayscale, and filters are
applied to remove noises. The second is CT im-
age transformation. Each pixel of the image will
be converted to an NS domain. It means that each
pixel will belong to either true or false or inde-
terminate subsets in the NS domain. The third
step is post-processing. After converting images
to the neutrosophic domain, some morphological
operators are used to remove small objects and
focus on disease images. The fourth step is liv-
er parenchyma segmentation using a watershed
algorithm. After that, the maximum region of

interest (ROI) was selected to extract liver from
abdominal CT using a connected component
algorithm. The last step is tumor segmentation
and extraction. At this step, fast fuzzy c-means
(FFCM) algorithm is applied on segmented im-
ages to detect and segment tumors from the liver
image. The proposed FFCM provides excellent
results for tumor clustering and segmentation
without any loss of tumor detection with high
accuracy. In addition, false-positive regions that
affect system performance are reduced.

Conclusion

In this overview of existing image segmen-
tation techniques, it was found that the task of
biomedical image segmentation is not yet solved
completely. Still, there are advances in approach-
es to image segmentation that greatly improve
results of said models. Studying the most effec-
tive techniques, we can highlight following ap-
proaches: a) Skip-connections and upsampling
techniques help in restoring spatial information
of the segmentation operations; b) Combination
of morphological operations for data augmenta-
tion and at inference times greatly improves the
generalization capabilities of models and help in
cases of quality data scarcity.

O. Ronneberger, P. Fischer, T. Brox, (2015). U-Net: Convolutional Networks for Biomedical
Image Segmentation. In: N. Navab, J. Hornegger, W. Wells, A. Frangi. (eds) Medical Image
Computing and Computer-Assisted Intervention — MICCAI 2015. MICCALI 2015. Lecture Notes

J. Long, E. Shelhamer, T. Darrell, (2015). Fully convolutional networks for semantic segmentation.
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp.
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Abstract. Segmentation is a process of dividing a speech signal into the basic units of language. Segmentation
of the speech signals is one of the most important tasks in automatic speech processing systems. This paper
proposes a review of methods of automatic speech segmentation. Moreover, methods of wavelet and Hilbert-
Huang transformations and techniques based on hidden Markov models are considered.

Keywords: Speech signals; Speech segmentation, Automatic segmentation methods; Method of discrete
wavelet transform, Hilbert-Huang transform; hidden Markov models.
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arcacvipvin Mapkos moodenvoepine Heiz0eneen MexHUKAIApbl KAPACmblpbLIAObL.
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Introduction

Research in the field of speech signal pro-
cessing is an active progress. Despite the high
speed of computer technology and information
technology development, the main problems of
speech applications are still relevant. One of the
most important tasks in automatic speech pro-
cessing systems is the task of segmentation by
the phonetic transcription of the language[7].
The main reason for the segmentation research is
the complexity of the structure of the speech sig-
nal: a huge variety of phonetic units of the lan-
guage, intonation colors, personal characteristics
of the speaker is aggravated by a variety of ex-
ternal factors that affect the recording and trans-
mission of voice. As a result, speech signals are
rather difficult to investigate and describe in de-
tail using mathematical models. Digital process-
ing methods imply the possibility of their use for
solving problems of speech signal processing.

Processing and transmitting speech signals is
an important component of modern radio engi-
neering and several related areas, such as com-
puter science, cybersecurity, etc. The proportion
of data transmitted in the form of speech signals
remains significant, and most of them are digital.
Besides, speech and sound signals are important
components of video signals. The role of speech
signals used for personal identification in bio-
metric systems is also significant. In conclusion,
there is a huge relevance of research and knowl-
edge in the field of digital processing of speech
signals. [1]

Speech processing is a field of science that
deals with filtering, amplification, and extraction
of information, coding, compression, and resto-
ration of speech. Processing in speech recogni-
tion systems includes the following tasks:

- filtering and noise suppression;

- segmentation into informative areas;

- determination of informative parameters;

- recognition. [2]

This article provides an overview of current
research in the speech segmentation task area.
Sentence segmentation has great importance for
speech understanding applications—from pars-
ing and information extraction at the more basic
level to machine translation, summarization, and
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question answering at the application level. Sen-
tence boundaries are also important for aiding
the human readability of the output of automatic
speech recognition systems. [3]

About speech signals

Before embarking on a detailed discussion of
speech segmentation and its methods, the speech
signal, the source of which is the sounds gener-
ated by the human articulatory apparatus must be
taken into account. The system can be thought of
as a tube with a variety of autonomously moving
barriers inside it, such as the tongue, lips, and vo-
cal cords, that can change its cross-section. When
pressured air passes through this tube, it produc-
es sound. The air pressure may be controlled ex-
tremely precisely in this scenario, and the speci-
fied barriers can be shifted extremely quickly. As
a result, well-known sounds arise clicks, whis-
tles, and others that a person is capable of. In any
language, about 40 or 50 types of sounds related
to speech, the so-called phonemes, can be dis-
tinguished. [4] Phonemes are the basic units of
the language in speech and in computational lin-
guistics, where there are different linguistic units
such as morphemes, lexemes, etc., which form a
complex hierarchy of interactions. In this regard,
the methods of computer analysis should be able
to take into account a variety of phonemes.

A particular speech sound is created by a
specific pattern of muscle movements in the vo-
cal channel. Vowels and consonants are the two
basic categories of speech sounds that can be
identified.

In the speech, in addition to sequences of
sounds, there is also a pause, the presence of
which can indicate the end of an utterance or
thought. Pause is usually accompanied by silence
or noise [5].

Segmentation and its methods

After the general idea of speech sound con-
struction, the segmentation can be begun. Due to
the peculiarities of the human brain in the field
of processing verbal information that is received
through speech, the utterance end of the boundar-
ies could be distinguished. In Natural Languag-
es, speech is the sequential link of phonemes
[6]. Speech segmentation can be defined as the
process of finding the limits (with specific char-
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acteristics) in natural spoken language between
words, syllables, or phonemes [5].

Moreover, there are two main methods used
for the segmentation of speech signals: manual
segmentation and automatic segmentation. Man-
ual segmentation can be used in research systems
and at the pre-development stage. However, it
requires a significant investment of time and ef-
fort: firstly, there are no pauses between words in
continuous speech, and secondly, coarticulation,
which also occurs at the border of sequentially
produced sounds, which greatly facilitates the
correct perception and understanding of speech,
but makes it difficult to find the boundaries of
segments. In addition, it is almost impossible to
accurately reproduce the results of manual seg-
mentation due to the subjectivity of human au-
ditory and visual perception. [7] Consequently,
automatic segmentation is used for the segmen-
tation of speech signals.

Automatic segmentation

As it has been said before, segmentation of
speech can be done into basic units like pho-
nemes, words, or syllables. The automatic seg-
mentation of speech using only the phoneme
sequence is an important task, especially if man-
ually pre-segmented sentences are not available
for training [6].

Each task of processing speech signals can
only be realized using certain methods. Depend-
ing on the area of processing, the methods should
be divided into three areas: frequency, time, and
frequency-time, where segmentation refers to the
frequency-time area.

Time-domain processing methods consist
of determining characteristic points of a speech
signal and then using them for analysis. The
main disadvantage of time-domain processing
methods is the ambiguity in the extraction of key
points caused by noise and offsets.

Frequency domain processing techniques
are based on the use of all data samples record-
ed in the speech signal. The use of methods in
the frequency domain facilitates the process of
speech signals with sufficiently high accuracy.
The disadvantages of processing in the frequen-
cy domain include low adaptability to the local
properties of signals, insufficiently high spectral

resolution, and relatively high computational
costs.

Time-frequency domain processing tech-
niques incorporate all the advantages of time and
frequency analyzes with minimal manifestations
of their disadvantages. [2] There are four meth-
ods in time-frequency domain processing: Fouri-
er transforms, wavelet transforms, linear predic-
tion analysis, and Hilbert-Huang transform.

Compare with wavelet transform and Hil-
bert-Huang transform, the Fourier transform(FT)
and parameterization with linear prediction co-
efficients are not suitable for analyzing non-sta-
tionary signals, due to the loss of temporal feature
information. [10] For instance, the FT reveals
global information about the signal's frequencies
but does not give a notion of the signal's local
features when its spectral composition changes
rapidly over time. Moreover, The FT cannot an-
alyze the frequency characteristics of a signal at
arbitrary times. These shortcomings stimulated
the development of the wavelet transforms. [15]

Analysis via discrete wavelet transform
method

Neurophysiological studies of the human
brain claim that an important step in the pipe-
line of speech recognition is frequency analysis
(Daubechies 1992). It's reasonable to imitate
the step at machine speech recognition, discrete
wavelet transform(DWT) is a good candidate
method due to its universality in digital signal
processing. The DWT is a special case of the
Wavelet Transform (WT) that gives a concise
time and frequency representation of a signal that
may be computed quickly [11]. The accuracy 16
bit is well enough to build the wavelet spectrum
of speech. Besides WT there is discrete Fourier
transform(FT) in a family of frequency transfor-
mation methods. The crucial differences between
DWT and DFT are the ability of DWT to localize
time intervals with specific frequency patterns, in
other words, at what scale the pattern occurred at
an original signal, that solves the task of search
speech parameters which are important for the
human hearing system (Wang and Narayanan
2005). The model of DWT can be presented as

s(t) = Z Cm+1iPms1,i(t)

t s
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where ,,,14 ;(1) 1s a i-th wavelet function at
(m+1)-th scale level; s(?) is resulting signal func-
tion.

Additionally, there are coefficients of the
lower level:

c-":11'1,:'2 = E h’z’—::zcm+1,i

dm,:z = Z bi-2nCm +1.i

where h and & are the constants that depend
on the pair of scale function € and wavelet Y. In
such a manner, the mentioned equations decom-
pose the original signal by filtering it against the
base wavelet function ¥. In the pipeline of DWT
constant coefficients are collected into a vector
(dp,dpe s,z ~rdycy). The coefficient of
other scales calculated recursively according
to the mentioned above iterative equations. As
a result, DWT includes the hierarchical step of
frequency pattern analysis that leads to a multi-
resolution analysis of the original signal. The ad-
vantage of DWT is a fast computational scheme.
The banking filter helps to generate the wave-
let spectrum, which has a tree-like structure. In
other words, there is the sequence of cascading
filtering and downsampling operations. The root
of the tree is wavelet coefficients of the original
signal, downstream levels of the tree are wavelet
coefficients after downsampling.

Johnson Thyeh Agbinya presented a voice
compression approach based on wavelet tech-
niques. Speech compression includes both
voiced and unvoiced speech, as well as a variety
of wavelet types. Wavelets are used in this pro-
cedure, and low-frequency coefficients are used.
Energy in bands is used to detect the voiced and
unvoiced parts of a speech signal. [12]

By breaking down the wavelet, S. Ratsamee-
wichai, N. Theera-Umpon, J. Vilasdechanon, S.
Uatrongjit, and K. Likit-Anurucks were able to
separate the speech into low and high-frequency
components. They then used the energy contour
to determine the phoneme's limits. They exper-
imented with 1,000 syllables of data collected
from ten speakers. The accuracy rates are 96.0,
89.9, 92.7, and 98.9% for initial consonant, vow-
el, final consonant, and silence, respectively. [13]

Bartosz Zioko described the Wavelet tech-
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nique in their publication, which is used to de-
tect phonemes based on power variations. Using
spectral analysis of speech, the information from
the speech signals may be efficiently retrieved.
The DWT can be used to perform spectral analy-
sis. To determine the beginning and end of pho-
nemes, the power is evaluated in several frequen-
cy sub-bands. Power transitions in wavelets can
be used to detect the boundaries of phonemes. [14]

Analysis via Hilbert-Huang Transform

The Hilbert — Huang transform (HHT) rep-
resents the decomposition of a signal into empir-
ical modes(EM), followed by the application of
the derived components of the Hilbert transform
expansion to get integral information on the sig-
nal's amplitude-frequency-time parameters. The
Empirical Mode Decomposition (EMD) method
is intended for the analysis of non-stationary and
non-linear processes. Compare with Fourier and
wavelet analysis, EMD is direct, intuitive, adap-
tive with a posteriori determined basis that de-
pends on the signal data and is built using the
decomposition method. [15] The main advantage
of this method is its high adaptability, which is
manifested in the fact that the basic functions of
sound decomposition are extracted directly from
the original signal itself and allow only its inher-
ent features to be taken into account [2].

HHT includes two main stages:

1. Decomposition of a signal into compo-
nents [16]:

I-1

s(9) = ) imfi() + 1 (o)

i=1 ’
where imf;(t)-empirical modes(EM); 7;(t)
-decomposition residual, i =1,2,...,I-number
of EM.
2. Formation of the obtained empirical
modes of the Hilbert spectrum [17]:
T

HHT(t) = ) a2 (f) - e?/ @xlolas
where a,(t) = imf.(t)2 + IMF,(t)?-
modulus of the instantaneous value of the signal
amplitude of each EM; imf;(t)-EM of signal;

_ 1 pimf(T)

IMF,(t) = ;Jr - Idr-Hilber‘[-coupled EM
signal; T-time shift proportional to the phase of
the signal; w(t) = 2rfj-cyclic frequencies of

each EM; j-imaginary unit.
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The values a(t) and w(t) are de-
termined from the analytical signal of
Z.(t) = imf,(t) + jIMF.(t) each EM.

The speech signal is represented in the fre-
quency-energy-time domain as a consequence of
HHT, which allows for the discovery of hidden
modulations and areas of energy concentration,
as well as the analysis of both global and local
aspects of signals at lower computational costs.

Analysis via Hidden Markov Model-based
techniques

Hidden Markov Models (HMM) are widely
used in speech recognition tasks due to their high
performance in recognition and relatively small
computational complexity in the field of speech
recognition. Nevertheless, techniques based on
HMM are more practiced in the field of segmen-
tation.

J. Dines, S. Sridharan, and M. Moody have
discussed the features of their automatic speech
segmentation system, which are used in their
speech synthesis study. It was built using training
procedures tuned for the segmentation job and a
Hidden Markov Model phone recognizer, which
identified the differences in voice segmentation
estimation methodologies. The capacity of their
technology to produce high-reliability speech
segmentation is demonstrated through system
evaluation. [18]

Techniques for improving the accuracy
of automatic phonetic segmentation based on
HMM acoustic-phonetic models were presented
by A. Stolcke, N. Ryant, V. Mitra, J. Yuan, W.
Wang, and M. Liberman. It was found that apply-

ing more powerful statistical models for border
correction is more conditioned on phonetic con-
text and duration variables enhanced test results.
Moreover, the discovery of merging various
acoustic front-ends resulted in an extra gain in-
accuracy, and that conditioning the combiner on
phonetic context and side information improves
outcomes, which reduced segmentation errors on
the TIMIT corpus by nearly half, from 93.9 per-
cent to 96.8 percent boundary correctness with a
20-ms tolerance. [19]

Conclusion

In this paper, methods for speech segmenta-
tion and hidden Markov model-based techniques
are described. Among the investigated methods,
two are chosen to be analyzed - the Hilbert-Huang
transform and wavelet transform. The Fourier
transform and parameterization with linear pre-
diction coefficients are not suitable for non-sta-
tionary signals analysis. The Hilbert-Huang is
less used compared with wavelet transform due
to the number of its applications for solving prac-
tical problems. The most accurate and efficient
methodology researched was the hidden Markov
model. Consequently, the Markov model has to
be observed wider for the speech segmentation
field.

In addition, researches related to the seg-
mentation of Kazakh speech have not been con-
sidered due to the less use. Nevertheless, the
researches related to Russian speech have been
analyzed recently. The methods discussed above
can be applied for the segmentation of Kazakh
speech.
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IDENTIFYING CUSTOMER BUYING PATTERNS USING MARKET
BASKET ANALYSIS

RAKHMANALIYEVA K.
Kazakh-British technical university, 050000, Almaty, Kazakhstan

Abstract. Market Basket Analysis (MBA) is an approach that finds the strength of association between pairs
of products that customers buy and can determine patterns of co-occurrence. The main aim of MBA is to
determine customer buying behavior and predict next purchase. It can help companies to increase cross-
selling.

To generate association rules, the Apriori algorithm employs frequently purchased item-sets. It is based on
the idea that a frequently purchased item's subset is also a frequently purchased item. If the support value of
a frequently purchased item-set exceeds a minimum threshold, the item-set is chosen. This paper observes the
advantages of implementing MBA, algorithms that applies in this technique and ways to identify customer
buying patterns.

Key words: Market Basket Analysis, Apriori algorithm, association rule, co-occurrence

KJIUEHTTEPIIH CATBII AJTY YJTICIH AHBIKTAY YIITH HAPBIKTBIK
KOPJKBIH/IbI TAJIIAVIBI KOJJIAHY

PAXMAHAJIMEBA K.

'Kaszaxcman-Bpuman mexuuxanwi ynueepcumemi, 050000, Armamer, Kazaxcman

Anoamna. Hapuix Koporcbinbin manoay — OYa camuvlin aiyubliap camvli aiamoli mayapiapovly JHCynmapbol
apacelnoagsl  ACCOYUAYUAHBIY MbIKMBLIBIELIH  AUKbIHOQUMbBIH  JICIHE KAmap JHCypy 3aHObLIbIKIMAPbIH
aHblKkmanmsin macii. Hapolk KopocblHbIH Manoayobly He2izel MaKcamsl KiueHmmepoiy camvlin aiy mapmioin
AHBIKMAY JHCaHe KelleCi camvin aiyovl Ooaxcay 6oavin madwvliadsl. byn komnanusiapaa Kpocc-camuliblMObl
apmmulpyea Kemekmece aniaovl.

Accoyuayus epedicenepin Kypy yuiin, Apriori areopumminoe scui camulin aiblHAMbIH d1eMEHMMeD HCUbIHMbIZbL
KON0aHulNaobl. Byn oicui camovin anvblHamuli 3ammuly [WKI JCUbIHBL 04 JICUI CAMbIN ANBIHAMbIH 3aM 0e2eH
uoesiza Heeizoencen. Ecep oicui camvin anblHAMuIH 3AMMAP HCUBIHIMBIZLIHLIY KOAOAY MIHI ey MOMeHel
uiexmen acvin Kemcee, d1eMeHmmep HCUublHbl mayoanraosl. byn sicymvicma napulx KOpocoinblH manoayosl icke
acuIpyobly APMuIKIUBbLIBIKIMAPS, 0Cbl MEXHUKAOA KONOAHBLIAMbBIH Al20PUMMOEP JHCIHe KAUeHmmepoil camvin
any 3aHObLILIKMAPbIH AHBIKIMAY MaCiN0epi KopcemineeH.

Tyitinoi ce30ep: HapvlK KOPIHCHIHbIH MANOAY, ANPPUOPU AN2OPUMMI, ACCOYUAYUS epexcec

NPUMEHEHUE AHAJIU3A PRIHOYHOM KOP3UHBI 11 ONPEJEJIEHUSA
MOJIEJIA TIOKYIIOK KJIMEHTOB

PAXMAHAJIMEBA K.

Kaszaxcmancko-Bpumanckuti mexuuueckuu ynugepcumem, 050000, Armamuol, Kazaxcman

Annomauyusn. Ananu3 pelHOYHOU KOP3UHBL — 9MO HOOX00, KOMOPbIIL onpedesem CULy Céa3u Mexucoy napamu
NPOOYKMO8, Komopbsle NOKYNAION KIUEHMbL, U MOJACEN ONPeOesimb 3aKOHOMEPHOCIMU COBMECHHO20 NOABILEHUS.
Ocnosnas yeno — onpedenumsv HOKYRAMENbCKOE NOGEOCHUE KIUEHMOG U CHPOSHO3UPOGAMb CNIEOVIOUWYIO
HOKYNKY. MO MOdHCEM NOMOUb KOMNAHUAM YEEIUUUmb 00beM nepexpecmublx npooadic.

Jna co30anus accoyuamuHwblx npaguil anopumm Apriori ucnomwbsyem uacmo nokynaemvie Habopul
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npeomemos. OH OCHOBAH HA udee, YMO NOOMHONMCECMBO YACO NOKYNAEMbIX MOBAPOE MAKICE ABIACMCA
yacmo nokynaemvim mosapom. Eciau 3nauenue nooodepoicku wacmo npuobpemaemozo Habopa npeomemos
npegvliaem MUHUMATbHLIIL NOpoe, 8bloupaemcs HAOoOp npeomemos. B smoii cmamve paccmampusaromes
npeumywecmea 6HeOpeHuUsl AHAIU3d PbIHOYHOU KOP3UMbL, AICOPUMMbL, NPUMEHseMble 8 MOl MemoouKe, U
Cnocobbl 8blAGIEeHUA MoOenell NOKYNAMeNbCKO20 N08e0eHUsl KIIUEHMOB.

Knroueswvie cnosa: ananus pblHOllHOZ/Iv KOp3UHbL, dJlcOpUmm anpuopu, npaesuio accoyuayuu.

Introduction

Market Basket Analysis is a set of transaction
data that used to identify customer attitude and
determine his buying patterns. It goes by finding
out the combination of things that occur together
in transaction. It means that MBA lets retailers to
determine relationships between things that cus-
tomers purchase, find out the frequency in order
to be able to predict when they will go together.
These are the main benefits of MBA:

- Organizing store to increase income.
Items that complement each other should be dis-
played together to make it easier for customers
to notice them. This will determine how a store
should be organized in order to maximize profits.

- Promotional message. Market basket re-
search may increase the efficiency of any com-
munication channel, including email, phone, so-
cial media, and direct salesperson offers. Using
MBA data, you can recommend the next best
product that a consumer is most likely to buy.

- Keep track of inventory. You may also es-
timate future purchases of clients based on MBA
inputs over a period of time. You can estimate
which items are likely to fall short based on your
early sales data, and keep your stock in top shape.

- Content Positioning. The location of web-
site content is critical for e-commerce enterpris-
es. Conversions can be boosted if commodities
are listed in the correct sequence. Online pub-
lishers and bloggers can utilize MBA to display
content that customers are most likely to read
next. This will lower bounce rates, increase en-
gagement, and boost search results performance.

- Recommender Systems. Some well-
known companies, such as Netflix, Amazon,
and Facebook, already utilize recommendation
algorithms. If you want to build an effective rec-
ommendation system for your business, you'll
require market basket analysis to keep it running

96

smoothly. MBA can be used as a foundation for
developing a recommendation engine.

Market Basket Analysis is very helpful in
evaluating qualitative data. So, it is a basic tech-
nique which big retailers like Amazon and Flip-
kart use to understand clients shopping habits.

Although this work implies predictive mar-
ket basket analysis, there is another type of MBA
- differential market basket analysis. The differ-
ence between them is that predictive MBA is
the type that helps to determine cross-sell, while
differential MBA considers collecting data from
different stores, different client’s group during
different times of the day, month or year. [1] It
is important to note that in this research will be
used predictive type of market basket analysis.

MBA also helps to develop and expand mar-
keting approach, like:

* Changing the store layout according to
trends

* Customer behavior analysis

* Catalog design

* Cross marketing on online stores

* What are the trending items customers buy?

It is important to note that retailing it is not
the only area where MBA can be used. It can be
involved in banking, business, bioinformatics,
manufacturing industry. So, in [2] author im-
plemented market basket analysis technology to
one of Six Sigma’s phases - Improve phases. It
helps to improve behavior of customer by pro-
ducing association rules between products. The
received association is based on general rule in-
duction. As a result, author formed two groups of
customer and generated rules for each of them.
Such implementation can be also used to target
special offers. In addition of applying MBA in
marketing, there is another work [3]. The paper
provides more detail information about associ-
ation rule and describe each step of ARM-Pre-
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dictor algorithm that can be helpful in determin-
ing customer behavior. Authors also point that
market basket analysis gives the understanding
of customers purchase behavior. The concept of
ARM-Predictor algorithm is cooperating Associ-
ation Rule Miner, so it helps to establish strong
relationship between goods stored in shops. The
basis of algorithms that find association rules is
different metrics like support, confidence, lift etc.

Professors T. Raeder and N. V. Chawlathe in
[4] defined the function of market basket analysis
as a determining actionable knowledge in trans-
action databases. Which means next case: a com-
mon stock sells a big set of products P. Define a
transaction p < P as the set of items customer
buys in a single trip to the store. T = {p} is the set
of all transactions processed by the store in a cer-
tain time period in the transaction database of the
store. However, authors took a different way to
mining transaction data by representing data as
a product network. So, authors try to develop the
power and clarity of MBA by creating transac-
tional data as a network. This approach can help
to establish relationships between goods which
is quite challenging with traditional association
rules. So, authors stated that the network repre-
sentation of transaction data lets using different
algorithms once unavailable to the association
rule community.

However, in [5] authors pointed that Apriori
algorithm is the biggest improvement and easier
to implement compared to other algorithms like
FP-Tree Algorithm and RARM. In addition, pro-
fessors Kronberger and Affenzeller [6] say that
the main advantage of Apriory algorithm is the
possibility of scaling big data bases with millions
of items. On the other hand, researched from
University of Chile [7], offer their own way of
performing MBA. Their methodology produces
effective and appropriate frequent item sets. It’s
based on graph mining techniques. Authors say
that results from traditional algorithms like Apri-
ori algorithm are meaningless since clusters were
formed by enormous amount of different goods.
As a result of this work were obtained 30 clus-
ters while using k-means algorithm gave only 2
clusters.

Authors Hossain, Sarowar Sattar, Kumar

Paul used Apriori and FP Growth algorithms for
market basket analysis. They proposed a new
method for mining association rules that involves
selecting a specific percentage of frequent items
from their dataset. [§]

Methodology

The common way of identifying the relation-
ship between items is applying set of rules called
Association rules. The idea of Association rules
is giving result as rules in form If This (A) Then
That (B). A and B are also known as an ’anteced-
ent’ and ’consequent’.

Commonly the relationship will be in the
form of a rule: IF beer, no bar meal THEN crisps.
The chance that a person will buy beer without
a bar meal is cited to as the support for the rule.
The confidence refers to the conditional proba-
bility that a consumer will buy crisps.

The proportion of transactions that include
all of the items in an itemset is known as support.
The higher the support the more frequently the
itemset occurs. This value allows to determine
the rules worth regarding further analysis. For
example, in a total of 10,000 transactions, one
would want to consider only the itemsets that ap-
pear at least 50 times, i.e., support = 0.005. If
support value is low, it means that we do not have
enough information an itemset about relationship
between items and we can’t do any conclusion.

(A+B)
TOTAL

The likelihood that a transaction containing
the items on the left-hand side of the rule (beer,
bar meal) also contains the item on the right-
hand side is called confidence (crisps). When the
confidence is high, the chance that the item on
the right-hand side will be purchased is bigger.
In other words, expected the return rate is getting
greater.

Support =

(A+ B)
A

Confidence =

Lift is the product of the probabilities of all
the items in a rule appearing together divided by
the product of the possibilities of the items on the
left- and right-hand sides appearing as if they had
no relationship. Overall, the strength of interac-
tion between the goods on the left and right sides
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This method is quite easy on the mathe-
matical level. It’s also an unsupervised learning

of the law is summarized by raise. When the lift
is large, then link between items is greater.[9]

(A+B) tool. Applying this tool requires minimal data
i f t = VB preparation.
Total

Association Rule

‘ Data ’

leamsaction [ | Itons Bought
1 { Milk, Buser, Disprors |
F {Bresd, Buiver, Milk}
3 [ Milk, Diapors
I [Prencd, Buttor, Cookies)
[ By, Cookies, Dinpers)
i { Milk, Dimpsers, Dread, Butter)
[ Biressel, Duter, Dispers}
[ Howr, Diapers}
W [ Milk, Dinpers
10 | {Beer, Cookies |

Cosobebn )

Piread, Buttor )

Fig. 1. Applying association rules

Apriori algorithm is useful tool in mining
frequent itemset and defining association rule.
This algorithm determines frequent specific
items and extends them large itemset until item-
sets appears more frequently in the database. Ap-
riori is the algorithm that was first used in mining
of frequent itemeset. It was proposed by Agrawal

and Srikant in 1994. The alternative approach of
this algorithm is joining and prune items in order
to reduce looking space. The fundamental idea
of Apriori algorithm is its anti-monotonicity of
support measure. The implementation of Aprio-
11 algorithm includes steps illustrated in picture
below [10]:

Candidates (Join
Steps)

Generate K-Itemset

Check Support

(Pruning)

Setof K-1
frequent

itemsetsis @7

Frequent

Items

Fig. 2. Apriori algorithm steps

1) Determine the support of itemsets (of size
k = 1) in database. This step is called generating
the candidate set.

2) Reduce the number of candidates set
by excluding items with a support less than the
given threshold.

3) JRepeat the above steps until no more
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itemsets can be generated by joining the frequent
itemsets to form sets of size k + 1. Which means
that support of formed sets should be less than
given support. [11]

The next step is applying Apriori algorithms
on dataset in Python. The dataset was taken
from UCI Machine Learning repository.[12]
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It contains information about all transactions
between 01/12/2010 and 09/12/2011 for online
retails. The implementation in Python requires
certain libraries, in this case we used mlxtend,
numpy and pandas libraries. MIxtend implements
a variation of algorithms and widely used in
machine learning and data mining. We cleaned
the data and splitted based on area of transaction.
After that we defined function to make the data
suitable, so we can build model. The part of code
can be seen below. Here we build model and
collect the inferred rules in a dataframe. [13]

# Building the model

frq items = apriori(basket Hong Kong,
min_support = 0.05, use_colnames = True)

# Collecting the inferred rules

rules = association rules(frq_items, metric
="lift", min_threshold - 1)

rules =rules.sort_values(['confidence', 'lift'],
ascending =[False, False])

print(rules.head())

In order to determine how association rule
works we also conducted the survey. In this sur-
vey was applied Likert scale method. This method
allows interviewees to show in what extend they
agree or disagree with a particular statement. It’s
commonly used to get a more nuanced picture
of people’s attitudes and beliefs than a simple
«yes/no» query. This method implies questions
and 5 or 7 options to answer. So based on these
answers we can measure the assumption. In this
survey people were given 5 options to respond:

* strongly agree

* agree

* neutral

e disagree

e strongly disagree

A Likert scale also allows measuring other
variations. For example, frequency, quality, im-
portance, etc.

Results

Implementing Apriori algorithm for Italian
transaction showed that " WOODLAND CHAR-
LOTTE BAG’ and ’ABC TREASURE BOOK
BOX’ paired together. So, we can assume that in-
stead of plastic bag people prefer to use recycled
bags in order to carry staff, in this case is book.
Besides, analyzing results of transaction from
Britain there is a set of tea-plates. We also can
assume that this set is result of local traditions.

Almost the same results we got from French
transaction. Paper cups and paper and plates are
bought together. The reason is also could be re-
lated to cultural features, like having family par-
ty with friends.

However, we could not observe the results
from all regions. For example, while applying
model for Japan there was memory error, since
the data is too big.

It is also important to mention results of con-
ducted survey. The survey was formed in order to
implement Likert scale and to find out if people
would buy the sets of products given in the ta-
ble below together. So, we can approve or disap-
prove the association rate that given in Table 1.
In this study were interviewed 53 people from 20
to 40 years old. Combinations were made from
products that we often buy. The result of survey
is shown in Fig. 3 below. Results present the per-
centage of people who agreed or disagreed with
questions that were given in Google Form.

According to results it can be said that if peo-
ple buy beer, they probably will buy cigarettes
too, while the combination of products that peo-
ple will not buy are milk & beer and cereals &
cigarettes. It expected to prove the strong associ-
ation between Milk and Bread, however, accord-
ing to results we found out that association rate
between these two items is 0.2. We can see that
people in most cases will not buy given product
together. So, it follows that expected results can-
not be approved. During the survey gender, age,
nationality or financial situation were not taken
into account.

Table 1. The association rate between
products from given data

Products Association rate
Milk and Bread 0,9
Milk and Cereals 0,9
Milk and Beer 0,5
Milk and Chips 0,3
Milk and Cigarettes 0,2
Bread and Cereals 0,5
Beer and Chips 0,8
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Chips and Cigarettes 0,4

Cereals and Cigarettes 0,3

Beer and Bread 0,2

Bread and Chips 0,2

Beer and Cigarettes 0,9

Agree mmm Neutral mmm Disagree

Milk & Bread

Milk & Cereals

Milk & Beer

Milk & Chips

Milk & Cigarettes

Bread & Cereals

Beer & Chips

Chips & Cigarettes

Beer & Bread

Beer & Cigarettes

™

B
B
]
5
o
o " N ”
2
% o
N =

Cereals & Cigarettes

Bread & Chips

B

Fig. 3. Agree percentage

Conclusion

In this paper, we did a research of what
the Market Basket Analysis is, where it can be
used and what is the profit of applying MBA for
business, did a review of previous works of re-
searches who offers a new approach of applying
algorithms in order to improve results. We tried
to apply association rule and Apriory algorithm
in order to identify customer buying pattern and
established the associations using Python and
Mixtend library. Identifying patterns may help in

e product placement

* point-of-sale

* customer retention

We also conducted the survey in order to ap-
prove the association rate of products by apply-

ing Likert scale method. The survey showed the
principles of association rules.

At this step we applied algorithm on data
from open source. However, since this data is
quite old and the results cannot be used by retail-
ers nowadays, next step is trying to find real data,
so we can apply the methodology on them.

The major restriction of Apriori algorithm
is time, it can be slow when the data is too big,
and so it makes this approach less productive. It
follows to necessity using other algorithms like
FP-Tree Algorithm and compare the results. As a
future work we are planning to identify customer
buying patterns by applying Fuzzy logic in Mar-
ket Basket Analysis.
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