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PREDICTING FUTURE VISITORS IN THE RESTAURANT BUSINESS
USING MACHINE LEARNING
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Abstract. Restaurant owners must reliably assess restaurant customers in order to function effectively and
productively to enhance the restaurant's service. It is important to have a successful forecast in order to
prevent losses and boost service and market optimization. There are a variety of machine learning (ML)
approaches that can be used to make these predictions, but each visitor is unique and will act in a unique
way. As a result, we want to estimate how many guests a restaurant may expect in the future using big data
and supervised training in this study. We used three different machine learning methods in a real dataset from
supervised training to predict how many visitors a restaurant dataset "Recruit restaurant visitor forecasting”
will receive: Neural Network, XGBoost and Random Forest regressor. The predicted values were compared
to the real data after the simulation. Basically, algorithms used had mean errors of less than 9.5278, but the
Random Forest regressor exceeded, with mean errors of 9.2902.

Key words: prediction, machine learning, big data, supervised training, dataset, XGBoost, Random Forest
regressor, Neural Network.

MAIINHAJBIK OKBITY DJICTEPIH KOJJAHA OTBIPBIIT MEIPAMXAHA
BU3HECIHJETT CYPAHBICTBI BOJIKAY
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Andamna. DKOHOMUKATBIK JHCIHE OHIMOT HCYMBIC HCACAY, MEUPAMXAHA KbI3MEMIH JHCaKcapmy Yuin meupam-
Xama uenepi meupamxauna Kiuewmmepin 0an Oasanayvl Kepek. JKaxcovl 60nicam vlCblpanubliObIKKA JHCOT
bepmey dicane Kblzmem Kopcemy MeH Ouznecmi OHMatianovipy yuin Kaxcem. byn 6onxcamoapoa Koroamyza
bonamoeli Kenmezen MAWUHAIBIK OKbImy 20icmepi 6ap, Oezenmer ap Keayuii can mypii. COHObIKMAaH ocbl
oHcyMoblema yaKeH depexkmepoi dicone OAKbIIAHAMbBIH OKbIMYObl KOLOAHA OMbIPLIN, MEUpamxana 6oiaumaxma
KAHUWiA Keyuli Kymeminin 601acagblmbi3 Kenedi. baxwviianamoii 0Kbinyobly HAKMbl 0epeKkmep JHCUbIHMbleblHOd
Yy mypni MAWUHATLIK OKbIMY a0icmepi Konoauwvliovl. «Metipamxanaza xenyuinepdi 6onacayy depexmep
JAHCUHARBIHOA KaHWa Kerywi oap exenin donicasvimblz kenedi: XGBoost, ke30elicox opman pecpeccopul dcane
HelupoHowiK sceni. Cumynayusaoan Keuin 6oaNcamobl MaHoep HaAKMbvl 0epeKkmepmeHr Canblcmbipbliovl. JKannol
aneanoa, Konoaumwlizan oapnvix aireopummoep 9.5278-0en memen opmawia Kamenikmepee Kol HemKizoi,
Oipax ke3zdeticox opman peepeccopul 9.2902 opmawia Kamenikmepiner acvin mycmi.

Tyitinoi ce3zoep: Oondcam, MAWUHATLIK OKbIMY, YIKEH Oepekmep, OaKblLIAHAMbIH OKbImy, OepeKmep
arcuvinmoievt, XGBoost, kez0eticox opman pecpeccopbl, HeUpoHObIK Jicelli.

NNPOI'HO3UPOBAHUE CITPOCA B PECTOPAHHOM BU3HECE
C UCITOJIB3OBAHUEM METOJ1OB MAIIMHHOT'O OBYYEHU A
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Annomauus. /(s dKOHOMUYHOU U NPOOVKMUBHOU pabomvl, a maxdice OAs YAVUULeHUS. OOCTYHCUBAHIUSL
pecmopana 61adenvyam pecmopana HeooXo0UMo MOYHO OYeHUueamv nocemumenell pecmopaua. Xopouwiui
nPOcHO3 HEoOX00UM, umoodwl usdedcams Nomepsb U VIV4UUMb OOCIYICUBANUE U ONMUMUAYUIO OU3Hecd.
Ecmo mnozo memooos mawunnozo obyuenus (MO), komopvle MOMCHO UCNONb308AMb 8 SMUX NPOSHO3AX,
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O00HAKO Kadicovlll nocemumens unousuoyaien. Ilosmomy 6 smoil pabome, ucnonwv3ys Oonvuiue OaHHble U
KOHmpoaupyemoe obyuenue, Mbl XOMum npeocKkasamsy, CKOIbKO nocemumeneti pecmopaH Modxicem 0x4cuoams
6 oyoywem. Tpu pasnuunslx Memooa MauiunHo20 00yueHus Obliu NPUMEHEHbL K PealbHOMY HAOOPY OaHHbIX
U3 KOHMPOIUPYeMo20 00Y4eHUs, Mbl XOMUM NpeocKa3amv, CKOIbKO nocemumeneu 6 Habope OaHHbIX
«lIpoznosuposanue nocemumeneii pecmopanay. XGBoost, peepeccop cnyuaiino2o neca u HeUpOHHAS. CeMb.
Ilocne moodenuposanusi npoeHo3upyemvie 3HAUEHUs CPAGHUBANUCL C PedNbHbIMU OanHbiMu. B yenom ece
npuMeHsemble aneopummvl 00Cmueiu cpedHux owubox Hudice 9,5278, Ho peepeccop cryuaiiHo2o jeca

npessouen ux co cpeonumu outnoxamu 9,2902.

Knwuegvle cnosa: npozcnos, mawunnoe obyyeHue, Oonvuue OanHvle, KOHMpoIupyemoe obyuenue, HabOp
odannvix, XGBoost, peepeccop ciyuaiinozo neca, HelpoHHAsL cemb.

Introduction

Contrary to different methods of forecasting
visitors for different designs, such as national
tourism, as well as the demand for hotel rooms
for accommodation (for example, [1], [2] [3] [4]
[5]) in the literature, restaurant managers have
little idea about the number of possible visitors
in the future making use of big data. Current
work, as an example [4], was only justified by
customer return visits. Note that in some tourist
destinations the number of new customers may
exceed the number of old ones. Therefore,a new
method to estimate the total number of potential
restaurant guests on a given day is being
established. It is first of all budget optimization,
namely, not wasting restaurant resources. That is,
the effective distribution of products into dishes,
the correct calculation for cash for delivery,
for exchanges. The quality of service and labor
productivity is the competent distribution of
employee work schedules. Demand forecasting,
detailed purchase of fresh products and other
products.

The remainder of this paper is set out as
follows: “Related work™ - includes the work that
has been done in relation to and visitor prediction.
“Machine Learning” section - involves data on
the principles and methods used in this study.
“Environmental Setup” - consists of how the
monitoring of the environment has been organized
and describes the stage of data preparation.
“Results” - section compares prediction methods
and real results, presenting all related outputs
from our experiments. Overall, “Conclusions
and Future works” - ecaps the paper's key points
while also adding proposals for future research.

Related work

In the service sector, estimating the number

of potential visitors is important. In various
fields, researchers have suggested various
methods for forecasting the number of potential
visitors based on big data. For example, the
characteristics of a place can be used to make
predictions, such as forecasting customers' return
visits to a restaurant based on the restaurant's
attributes [4]. Furthermore, regional influence
is a key factor in forecasting potential visitors
to Points Of Interest (POIs) [5]. For forecasting
future numbers, several machine learning
regression algorithms may find associations
between variables and consequences. For
instance, the Support Vector Machine (SVM) [6]
is a commonly used regression tool (also called
SVR). It can also be used to classify objects. It
creates a hyperplane to display the training data
patterns. To complete learning tasks on non-
linear distributions of training data, users can
adjust the kernel functions of SVM. The quality
of features, on the other hand, has a significant
impact on SVM results. SVM can have poor
accuracy if the training data contains irrelevant
features. Random Forests (RF) [7] is a decision-
tree-based regression and classification system.
Due to the non-linear existence of decision
trees, RF can operate with both linear and non-
linear data without any previous knowledge of
linearity. The mean prediction is used to produce
the final prediction, which is based on a variety
of decision trees. Each tree is robust against
irrelevant features since it contains a subset
of all features. Deep Neural Networks [8] are
another effective approach. It can model highly
non-linear relationships in training data because
it can use several layers of networks from input
to output. However, it requires a considerable
amount of computation, resulting in a significant

37



o BECTHMK KA3AXCTAHCKO-BPUTAHCKOIO TEXHNYECKOIO YHUBEPCUTETA, N°3 (58), 2021 o

increase in the hardware cost and computation
time required for users to complete a machine
learning task. XGBoost [9], a new decision-tree-
based system, was recently proposed. It is based
on the Gradient Boosting concept. The aim of
XGBoost is to provide high performance without
requiring lengthy computations. It outperformed
all other algorithms in a wide variety of real-
world datasets.

Machine learning

Machine learning is a form of artificial
intelligence that is categorized as a subfield of
computer science. It can be used in a variety of
areas and one of its benefits is its ability to solve
problems that cannot be expressed by explicit
algorithms. Some machine learning approaches
are regression-based, and can be used to make
potential predictions with the aim of predicting a
numeric target. The best machine learning model
can depend on a balance between expected error
and system complexity. A complex model can
produce a higher error than a simple model,
depending on the database characteristics, as
shown in Fig. 1.

Best model
considering the
\ available data

Prediction Error

Complexity of the model

Figure 1. Model complexity versus prediction error.

Many of the approaches that will be discussed
are regression-based. The methods used to create
our proposed prediction model are described in
the subsections below.

XGBoost is an optimized distributed
gradient boosting library designed to be highly
efficient, flexible and portable. It implements
machine learning algorithms under the Gradient
Boosting framework. XGBoost provides a
parallel tree boosting (also known as GBDT,
GBM) that solves many data science problems in
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a fast and accurate way. The same code runs on
a major distributed environment (Hadoop, SGE,
MPI) and can solve problems beyond billions of
examples [10].

Decision Forest. Decision trees are non-
parametric models that perform a sequence of
simple tests for each instance, traversing a binary
tree data structure until a leaf node (decision) is
reached. The advantage of decision trees is that
this method is efficient in both computation and
memory usage during training and prediction. The
Decision Forest model consists of an ensemble of
decision trees. Each tree in a regression decision
forest outputs a Gaussian distribution as a
prediction. An aggregation is performed over the
ensemble of trees to find a Gaussian distribution
closest to the combined distribution for all trees
in the model [11].

Neural Network Regression. Although
neural networks are widely known for
applications in deep learning and modeling
complex problems, such as image recognition,
they are easily adapted to regression problems.
Any class of statistical models can be termed a
neural network if they use adaptive weights and
can approximate non-linear functions of their
inputs. Thus, neural network regression is suited
to problems where a more traditional regression
model cannot fit a solution [12]. The layers of
a neural network are made of nodes, the place
where computation happens. A node combines
input from the data with a set of coefficients,
or weights, that either amplify or dampen that
input, thereby assigning significance to inputs
with regard to the task the algorithm is trying to
learn. These input-weight products are summed
and then the sum is passed through a node’s so-
called activation function, to determine whether
and to what extent that signal should progress
further through the network to affect the ultimate
outcome [13].

Environment setup

Using a dataset in kaggle, which includes
information about restaurants, historical visits
and historical reservations, in order to train a
dataset. The dataset was then imported, and the
data was processed using the architecture we
suggested in Fig. 2.
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Figure 2. Process diagram.

Data Extraction. The first step in the
process is data extraction. It is a compilation
of all available data from sensors as well as
weather data from external sources. Additionally,
additional day classification features have been
developed to boost algorithm decisions in later
stages.

The general project contains 8 datasets and
the data is taken from two servers: hpg and
airReGI [14]. These sites are intended for users

air_reserve:

air_visit_data:

so that they can browse and reserve tables at
suitable restaurants. Three datasets are associated
with hpg and three with airREGI. And one dataset
includes information about the date and another
dataset is the location of the restaurants. Since
the hpg datasets were slightly incorrect, of these
listed datasets, we worked with airREGI and
data info (Fig. 3). From the restaurant booking
website AirREGI, we chose open large-scale
real-world datasets.

date_info:

[ air_store_id ]

[ air_store_id ]

[ calendar_date |

| visit_datetime |

[ visit_date |

[ day_of week |

[ reserve_datetime ] [

visitors ] [

holiday fig |

[ reserve_visitors ]

Fig. 3. Dataset.
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Data Cleaning and Normalization. The
aim of this procedure is to ensure that the
dataset is as homogeneous as possible. Data
cleaning involves finding sections of data
that are incomplete, incorrect, unreliable, or
irrelevant, and then replacing, modifying, or
deleting the dirty or coarse data. The aim of the
normalization process is to convert the values of
numeric columns in a dataset to a standard scale
while preserving differences between variable
values. By analyzing the data, we processed
what dataset we need. The number of bookings is
only a small fraction of the total number of visits
(usually 10 times). And it is noticeable that the
frequency begins with the beginning of the week.
Attendance of the number of visitors is growing
throughout the week.

Test and Training Dataset

After the data has been prepared and is ready
to be processed, the dataset is randomly divided
into two paths:

* 70% of data is sent to training models.

* 30% of the data is divided and used for test
processing, with trained models being compared later.

Modelling

The previous stage's training dataset is
used to train four different regression methods:
XGBoost, Random Forest regressor and Neural
Network.

Performance Evaluation

The predicted outcomes of the wvarious

models are compared to the real data. We'll use
the mean absolute error and mean squared error
formulas.

Results

Table 1. Prediction error

XGBoost Random Forest keras NN
Regressor
MAE 9.3452 9.2902 10.1669
Mean Error 172.59 179.77 226.14

Conclusion and future work

This research shows the use of different
machine learning approaches in restaurant
business, achieving mean errors of 9.5278 and
9.2902, respectively, in the best case scenario
(boosted decision tree). Since each dataset pattern
is various, different machine learning approaches
should be used to find the right one for each task.
We got a standard neural network model for
predicting prospective restaurant visitors.

Need to improve:

e The number of visitors can be influenced
by bad weather at the location of the restaurant.

e In terms of percentage of error, there is
still a big effort to improve

e If a new restaurant is built next to an
existing one, the number of potential visitors to
the existing one will decrease.
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