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Abstract. Retail trade or retail is a sale of certain goods to the end consumer or intermediary for further sale,
which is implemented through trade in specially equipped premises, through personal sales, etc. Also, retail
trade is a commodity exchange process aimed at meeting the demand of customers.

In addition, the retail sector currently occupies a leading position in terms of the intensity of development of
the CIS countries economy. Excellent indicators have been achieved and many companies have reached a new
level of trading. By about 2005, more than a dozen major retail chains had passed the billion-dollar milestone
in terms of annual net revenue, and this is in dollars. The turnover of individual stores and retail facilities
competed with some industrial enterprises with solid turnover and production bases.

Thus, we can claim that the sphere of trade affects the growth and development of related industries. The product
promotion chain involves the participation of customers and their demand, as well as other participants in the
process. Moreover, the development of trade requires sellers to pay more and more attention to working with
the product range and inventory balances. Working with inventory and product balances is a main issue for
many retailers. And the many companies needed to make sure that there is a sufficient quantity of goods in the
warehouse. Another point is that, exclude overstocking, because this is also one of the problems of retailers
with a high degree of accuracy is required to make decisions.

To sum up, making decisions in inventory management directly affects sales volumes, logistics costs, revenue,
profit, and profitability. Inventory prediction is a necessary task to maintain an optimal level of inventory. |
would like to note that the goal of the project / dissertation is to solve this problem using modern prediction
methods based on machine learning technologies. The result is that in this way it is quite possible to analyze
the dynamics of sales(consumer demand) thousands or even more products.

Key words: retail trade, machine learning technology, prediction methods, problem, inventory, retailers,
warehouse, balance, overstocking, economy, trading, demand of customers.

MAIIAHAJBIK OKBITY SICTEPIH KOJIJTAHA OTBIPBIII KOMMA
KOPJIAPBIH BOJI’KAY

BEKCVYJITAH E. M.

Kasaxcman-bpuman mexnuxanvix ynueepcumemi, 050000, Anmamot, Kazaxcman

Anoamna. bonuwexmix cayoa — oyn beneini 6ip mayapiapobl COHEbl MYMbIHYUIbIZA HeMece 0en0adnea Oetlii
JICOHe 00aH api camy, dceKke camy dHcane m.0. camy mypiepi apKulibl Jcy3ece acbipuliddvl. An benuex cayoa
Oecenimiz — Oy cypamvicmovl KaHagammanovipyea bazeimmanean mayap auvipoacmay npoyeci. ConvimeH
Kamap 6oauwex cayda cexmopul xazipei yaxkeimma TMJ] endepi sKoHOMUKacwIHbIY 0aMy KaAPKbIHOLLIbIZb
ooubiHa JicemeKwi opblnea ue. Ome dicozapvl KepcemKiwmepee KOI JICeMmKIZN0i JcoHe KonmeeeH
KOMRAHUAAAD Cayoa-cammulKmoly dcaya oeneetiine woikmol. Lllamamen 2005 scvinea kapaii onHan acmam
ipi cayoa siceninepi JHcoliOblK maza Kipici 60UbIHULA MULIUAPO OONNAPAbIK Mexcedern emmi. JKeke dykendep
MeH bonutex cayoa 00beKmiiepiniy mayap auHaIblMbl HeaHe eHOIpicmik bazanapvl 6ap Kelbip OHePKICINMIK
Kacinopvinoapmen bacekenecmi.

Onaii 6onca, cayoa canacel, cabakmac caiaiapovly ecyi MeH — O0aMmyblHa acep emedi Oen aumyea
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oonaovi. Cayoanvly O0amybl camyubliapoaH mayap acCOPMUMEHMIMeH JHCIHe MAYapiblK-Mamepuaioblk,
KYHOBLIBIKMAPMEH JHCYMbIC dicacaya Kebipek Kewin 0Oenydi manan emedi. Tayaprvli-mamepuanovlk,
KYHOBLIBIKMAPMEH icmey KONnmezeH camyubliap yuwin oacmol macene Oonvin madwviniadsi. Ocvlean opai
KOMAAQHUSLAD KOUMAOAd Mayapiapobly JcemKiniikmi monuepoe ekeHoicine ko3 ocemkisyi kepex. Conoati-ax
mayapoviy wekmeH moic Kon 0oaybl 0a OYpulc emec HcaHe MYHbl D0N0bIPMAll, ANObIH ALy KAXNCEN.
Kopvimuvinovinaii kene, mayapinvi-mamepuanobl KYHObLILIKMApObl Oackapyoa wewim Kabwlioay, camy
KeJleMiHe, JO2UCUKALbIK WbISbIHOAPad, KipicKe, nanoaza dcaHe peHmabdenvOinikke mikenell acep emeoi.
Koiima xopnapvin bonoicay — oyn myeenoeyoiy oHmailivl OeHeelin yecman mypy VWiH Kasxcemmi MiHOem.
JKobanwiy / ouccepmayusanvly makcamol — npooOIemManbl MAUUHATBIK OKbINY MEXHOIOSUALAPbIHA He2i30eN2eH
samanayu bondcay 20icmepin KOI0AHY APKbLIbL uleuly eKeHin aman emximiz kenedi. Ocvliatiua MblHOA8aH
Hemece 00aH 0a Ken OHIMOI canty OUHAMUKACHIH (MYMbIHYUBLIbIK CYPAHbICHbL) 200eH mandayaa 6onaoul.

Tyitinoi co3oep: bonuex cayoa, MaUUHAIbLIK OKbINTY MEXHON0SUACHL, O0NXHCAY d0icmepi, npobiemd, mayapivlk-
Mamepuanobl KYHObLIbIKMAp, 661ueK cayod opbiHoapul, Koumd, 06anaHc, apmelk KOp, 3KOHOMUKA, cayod,
camuin anyubliapobly CYPaHbICHL.

INPOI'HO3UPOBAHMUE CKJIAJCKHUX 3AITACOB METOJAMMUA
MAIINMHHOI'O OBYYEHUA

BEKCVYJITAH E. M.

Kaszaxcmancko-bpumanckuti mexuuveckuit ynusepcumem, 050000, Armamol, Kazaxcman

Annomauyus. PosHuunas mopeoeis - 9mo npooaxca ONpeoeleHHbX MO8ApO8 KOHEYHOMY NOmpedOumento
U NOCPeOHUKY OISl OaibHeluel npooaxcu, Komopas OCYuWecmeainemcs uepe3 mopeosito 8 CNeyudibHO
000pY00BAHHBIX NOMEUWEHUAX, Yepe3 TUYHble npodadxcu u m. 0. Takowce po3HUYHASA MOP2OBIIS — 3O NPOYecc
MoBapHO20 0OMeEHA, HANPABLEHHbIL HA YOOB8IEMEOPEHUE CNPOCA KIUEHMOS.

Kpome moeco, 6 nacmoswee epemsa cekmop pO3ZHUYHOU MOP2OGIU 3AHUMAem JUOUpyioujue no3Uyuu no
unmencuenocmu pazeumus skonomuxu cmpar CHI' Jlocmuenymol omauunble nokazamenu, U MHO2Ue KOMNAHUU
BbIULIU HA HOBLIU YposeHb mopeosau. Ilpumepno xk 2005 200y bonee decamra KpYNHuIX POZHUUHBIX cemell
npeodonenu pyoexc 8 MULIUApO 00NIAPO8 C MOUKU 3PEeHUS 200080U YUCMOU BbIPYUKU, U MO BbIPANCAETNCS 8
Odonnapax. Ilo mosapoobopomy omoenvbHbie MA2A3UHbL U MOP208ble 00BEKMbI KOHKYPUPOBALU C HEKOMOPbIMU
NPOMbBILUTEHHBIMU NPEONPUATMUAMU, UMEIOUWUMU COTUOHBLL MOBAPOODOOPOM U NPOU3BOOCHIBEHHYIO OA3).
Takum obpazom, MOXCHO ymeepocoams, 4mo cghepa mopeosiu 6ausem HA poCcm U PA3BUMUe CMEHCHbIX
ompaciei. llenouka npodsudicenus npooykma npeonoidazaem yyacmue noKynameiel u ux cnpoc, d makice
opyeux yuacmuuxos npoyecca. bonee moeo, pazeumue mopeoeiu mpebyem om npooasyos ece Ooibluie
BHUMAHUA YOenams pabome ¢ MOBAPHBIM ACCOPMUMEHMOM U OCIAmKamu Ha ckiade. Paboma ¢ mosapuwvimu
3anacamu u oCmamramu npooyKmos AGIAAemcs OCHOBHOU NpoONeMOoll 08 MHO2UX POSHUUHBIX NPOOABLOS.
U muoeum xomnaunusm Hys#cHO ObL10 YOEOUMbCs, YUMo HA CKidde ecmb 00CMAmMOYHOe KOIUYeC80 mosapd.
Jlpyeoii momenm - UCKIIOUUMb 3AMOBAPUBAHUE, NOMOMY 4O MO MOodHce 0OHA U3 3A0ay pemelliepos, om
KOMOPbIX MpeOyencst 8blcOKAs CMeneHb MOYHOCMU NPUHAMUSL PeueHUl.

11006005 umoe, MOMCHO CKA3AMb, YMO NPUHAMUE PeuleHUll 8 YNPABIeHUU 3anacamy Hanpamyo eiusem Ha
00vbeMbl npooaic, 102UCMUYECKUe 3ampamsl, GbIPYUKY, Npubbliv u penmabdenvHocms. lIpoenozuposanue
3anacog - Heobxooumas 3a0aya O0iisi NOOOEPHCAHUL ONMUMATILHO20 YPOBHS 3aNdc08. XOmum Ommemums,
umo yenvlo npoekma / Ouccepmayuy A61Aemcs peutenue OaHHOU npoodieMbl ¢ UCHONb308AHUEM COBDEMEHHBIX
Memo008 NPOSHOZUPOBAHUs, OCHOBAHHBIX HA MEXHONO02UAX MAWUHHO20 00yueHus. B pesynbmame maxum
CnocoooM GnoONHe B03MONCHO AHANUBUPOBAMb OUHAMUKY NPOOAdNC (NOmpedoumensbcko2o Cnpoca) molcsad u
oadice bonee mosapoa.

Knrouesnte cnoea: PO3HUYHAA MOPeoe6IIAl, MEXHON0CUS MAUUHHO20 06yl{€HLDZ, Memoobl NpOCHO3UPOBAHUAL, I’lpO6JleMa,
UHBEHMAPb, PO3HUYHbLE IMOP2O6YbL, cma(), 6(l/l(lHC, samoeapusaHue, IKOHOMUKA, mMopeo6Jiil, Cnpoc noxyname/leﬁ.
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Introduction

Over the past few years, the topic of
artificial intelligence (AI) has caused a lot of hype
in the media. Machine learning, deep learning,
and Al have been mentioned in countless
articles, many of which have nothing to do with
technology descriptions. We were promised the
appearance of virtual interlocutors of cars with
autopilot and virtual assistants. Sometimes the
future was painted in dark colors, and sometimes
it was depicted as utopian: freeing people from

routine labor and performing the main work by
robots endowed with artificial intelligence. It is
important for a future or current expert in the
field of machine learning to be able to distinguish
a useful signal from noise, to see in inflated press
releases changes that can really affect the world.
Our future is at stake, and you will play an active
role in it: when you finish reading this book,
you will join the ranks of those who develop Al
systems.

*
Data Preparation Maoded Training Wisuakization

Scikit-Laarm
sohine Learmins

Figure 1:

So let's look at the following questions: What
has deep learning already achieved? how does
my project relate to deep learning? what kind of
project? how important is it? in what direction
will further development go?

This work lays the foundation for further
discussion of Al, machine learning, and deep
learning.

Problem statement and motivation

The research is that is it possible to predict
inventory levels using machine learning?

I researched a lot about this and found
the answer. The main reason for creating and
working with this project is to find out the answer
to this question and motivation, because the
development of trade, especially on the Internet,
requires sellers to pay more and more attention
to working with the range of goods and stock
balances. Inventory forecasting is a necessary
task to maintain their optimal level. To solve this
problem, modern forecasting methods based on
machine learning technologies are used. In this
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Machine model

way, it is quite possible to analyze the dynamics
of sales of thousands of products. However,
different product categories require different
approaches. Predicting the demand for food and
everyday goods is easy, simple algorithms are
suitable for this, but when it comes to specialized
goods with rare demand, special algorithms
and approaches are needed. The task becomes
more complicated if the business is interested
in forecasting inventory for each "pre-known"
buyer.

Research question and objectives

Let's say the buyer has reserved an item, and
the seller wants to know: when will the buyer
buy back this item, and whether he will buy it
back at all?

The approach to solving this problem is
based on clustering all products into common
groups. Each company, of course, has its own
classification of goods: by product line, by
manufacturer, by type, etc. In the vast majority
of cases, the number of these "types" of goods
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is huge. And, of course, some products are sold
rarely and very rarely, which leads to difficulties
in forecasting, but these products also need to
be taken into account. In these conditions, it is
necessary to artificially "increase the demand for
goods". For this purpose, the clustering of goods
by the most important factors is carried out.

Where are the growth points and opportunities
for using AI when working with inventory?

For example, a chain of stores consisting of
several locations inevitably faces two interrelated
problems: the first is the lack of reliable
information about the capacity of the store and
the second, as a result, it is not clear how much
to order goods to the store.

What is the root of the problem?

All stores are different in size, a set of
commercial equipment, and if the network is
also large, having different store concepts, it is
absolutely impossible to understand the exact
capacity.

In clothing stores, you are also faced with a
seasonal change in the collection, and the number
of combinations can be so significant that you
can not do without the process of simplifying
the calculations. Simplification leads to errors
in the calculation, assumptions and, as a rule, an
excessive order, frozen money, excessive labor
resources and loss of profit for the business.

The prototype environment

The essence of machine learning is to
transform input into a result, which is revealed
by examining many examples of input data and

results. You also know that deep neural networks
turn the source data into a result by performing
a long sequence of simple transformations
(layers), and learn these transformations from
examples. Now let's see exactly how the training
takes place.

What exactly a level does with its input data
is determined by its customer demand, which are
actually a set of numbers. In technical terms, we
can say that the transformation implemented by
a layer is parameterized by its customer demand.
(Customer demand is also sometimes referred to
as layer options.) in this context, training refers
to the search for a set of customer demand of
all layers in the network, in which the network
will correctly map the model input data to the
corresponding results. But here's the thing: a
deep neural network can contain tens of millions
of parameters. Finding the correct value for each
of them can be a daunting task, especially if
changing the value of one parameter affects the
behavior of all the others.

To control something, you first need to be
able to observe it. To control the result of a neural
network, you need to be able to measure how far
this result is from the expected one. This problem
is solved by the network loss function, which is
also called the target function. The loss function
takes the prediction given by the network and
the true value (which the network should have
returned) and calculates an estimate of the price
and customer demand between them, reflecting
how well the network did with this particular
example.

Input data

'

~ [Customer demand —=

Layer (data transformation)

Puspose: finding the
correct values for all
customer demand

'

“= |customer demand |—s

Layer (data transformation)

'

Fa
L Predictions Y ]
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Input data

'

Layer

Customer
demand

(data transformation)

.

Layer

demand

(data transformation)

'

Predictions Y ( True value ¥

Conclusion

In conclusion, we got a code that analyzes
the past history of products. And predicts the
future demand of a certain product. This is very
convenient for many companies to make the
decisions in inventory management that directly
affects sales volumes, logistics costs, revenue,
profit, and profitability. Inventory prediction is
a necessary task to maintain an optimal level
of inventory. The code is able to solve this
problem using modern prediction methods
based on machine learning technologies that can
identify and predict results is that in this way
it is quite possible to analyze the dynamics of
sales(consumer demand) thousands or even more
products.

S~

{ Loss function N

N 7

ASSESSmMEnt
l of lpzzes

Source systems

The source systems are mainly systems
that feed the in-memory platform(Ms Excel)
with data; such data could come from shop/
supermarket systems or researches.

Data model

id

Product

Sold(ths.)

Price(dollars)

Necessary libraries for Python to create a program

All the Libraries:

math

csv

string

SYS

numpy as np
pandas as pd

import
import
import
import
import
import

from sklearn.preprocessing import MinMaxScaler
from keras.models import Sequential

from keras.layers import Dense, LSTM

import matplotlib.pyplot as plt
plt.style.use( ' fivethirtyeight')
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NumPy short for '"Numerical Python",
is the main package for performing scientific
calculations in python.

Pandas library provides data structures
and functions designed to make working with
structured data simple, fast and expressive.

The Pandas library combines the high
performance of Numpy's array tools with

of spreadsheets and relational databases (for
example, based on SQL). It provides advanced
indexing tools that allow you to easily change the
shape of data sets, form longitudinal and cross-
sections, perform aggregation, and select subsets.

Matplotlib library is the most popular
Python tool for creating graphs and other ways
to visualize two-dimensional data.

the flexible data manipulation capabilities
Dataset
main = pd.read_csv('manage.csv', encoding= 'unicode escape’)
main
id Product Sold(ths.) Price(dollars)
0 1 Svet-k LRV 2618 S/A (TT-KZ) 2 sht 280.399984 286.040009
1 2 Svet-k LRV 2618 S/AELECTR (TT-KZ) 2sht  272.510010 277.390015
2 3 Svet-k LRV 2X18W S/A KONDENSATOR (TEKSAN)2sht  277.519989 282.109885
3 4 Svet-k LRV 2X18W S/A ELECTRON (TEKSAN)2sht 528.409973 547.200012
4 5 Svet-k LRV 2X36W S/A (TT-KZ) 559.099976 569.559988
996 997 Sv.OPALLED GEOMETRY48W WH S/U 600x600 3000K(TT... 303.529999 305.500000
997 998 Sv.OPALLED GEOMETRY48W WH S/U 600x600 4500K(TT... 288.200012 308.440002
998 999 Sv.OPALLED GEOMETRY48W WH S/U 600x600 5700K(TT... 309.000000 321.899984
999 1000 Sv.OPALLED GEOMETRY48WBLACK S/U600x600 3000K T... 314.670013 321.640015
1000 1001 Sv.OPALLED GEOMETRY48W BLACKS/U600x600 4500K T... 318.100006 320.100006
1001 rows % 4 columns
A B C D
1 id Product Sold(ths.) Price(dollars)
2 1 Svet-k LRV 2» 280.399994 286.040009
3 2 Svet-k LRV 2» 272.510010 277.390015
4 3 Svet-k LRV 2) 277.519989 282.109985
5 4 |Svet-k LRV 2} 528.409973 547.200012
6 5|Svet-k LRV 2} 559.099976 569.559998
Figure 1. Dataset summary
Prediction
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sold(ths.) Predictions 558.080017 133.646652
AAASONn. | A OmRar 567.429993  135.104218
327.0209999 94.004158

321.739980 93.892036
326.269989 93.682114 632.520020 138.468933

618.000000 136.556519

322.369995 93.475861 673.520020 140.730286
Figure 2. The result of training the model. Stock prediction.

Graphs

Graph 1:

plt.title( Sold History')

plt.xlabel( 'Date’,fontsize=18)
plt.ylabel('Sold(ths.)"',fontsize=18)
Plot_stock[ ‘Sold(ths.)'].plot(figsize=(16,6))

Sold History

Sold(ths.)

Qo> Qavt A B 2957 L° e A 2552 P
Date

Graph 2:

#Plot/Create the data for the graph
train = data[:training data len]
valid = data[training_data_len:]
valid[ 'Predictions’] = predictions
#visualize the data
plt.figure(figsize=(16,8))

plt.title( 'Sold History')
plt.xlabel('Price’, fontsize=18)
plt.ylabel('Sold(ths.)"', fontsize=18)
plt.plot(train[ 'Sold(ths.)'])
plt.plot(wvalid[[ ‘'Sold(ths.)"'1])
plt.legend([ 'Past’, ‘'Predictions'], loc="lower right')
plt.show()

Graph 2:

Sold History

Sold(ths.)

—— Past
—— Predicti
® edictions.

o 500 1000 1500 2000 2500
Price
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