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MOBILITY EMBEDDING FROM CALL DATA RECORD USING WORD2VEC TO SUPPORT
NETWORK WITH UNMANNED AERIAL VEHICLE

Abstract. Call Detail Records (CDRs) are records that provide information about phone conversations and text messages.
CDR data has been proved in several studies to give useful information on people's mobility patterns and associations
with fine-grained temporal and geographical characteristics. This paper proposes to embed the traces recorded in the
CDRs to extract meaningful information. These latter provide insights about the location that may need support to cover
or recover the network. After embedding the users' trajectories step, we use the embedding results to recommend the
antennas with coordinates and support demand needed to a fleet of Unmanned Aerial Vehicle. Finally, we ended up with
a capacitated vehicle routing problem that we solved using a Google open-source software named OR-Tools.
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JAPOH KEJICIH KOJLJAY YIHIH WORD2VEC KOMEI'IMEH KOHBIPAY JEPEKTEPIH
KA3YJAH YTKBIPJIBIKTBI EHI'I3Y

Angarna. Konpipaymap Typansl manimertep xka36anapsl (CDR) tenedon ceitmecynepi MeH MOTIHIIK Xabapiap Typasl
aKmaparThl OepeTiH jxaz6anap 6onsin TadsrIanel. CDR nepekTepi amammapasie YTKBIPIBIK YATLIEP] MEH YCaK TYHIPIIiKTI
VaKBITIIA JKOHE TeoTrpadIsuIBIK CHUIIaTTaMajaphsl 0ap accoluanusiiap Typaibl Maimaisl akmapar Oepy ymriH OipHerre
3eprreynepae monenaeHai. by KykaT MaHeROE akmapartsl any ymid CDR-ge xa3surraH i3mepi eHrizymi YChIHAIBL.
By conrpumap xemniHi )kaby HeMece KaJlblHa KeNTipy YIIiH Koigay KakeT OOIysI MYMKiH OPBIH Typaibl TYCIHIK Oepei.
[NafinananymsmapAbH TPACKTOPUSCHIHBIH KaJlaMBIH €HTI3TeHHEH KeHiH 013 eHri3y HOTWXKeJepiH KOOpAMHATTapHl Oap
AQHTEHHAJIAP/bl YCHIHY JKOHE YIIKBIIICHI3 YIIIy anmaparsl (IOThIHA KaXKeTTi KoJiiay KepceTy YLIiH naiinananamsls. by,
Makanaga Google-nmerH OR-Tools nem atanaTsiH amrbiK 6acTamnks! OargapIaMalblK KypaibH MTaiaanaHbI, KoK KypajblH
OarpITTay MOCENECiH IISMITIK.

Tipexk ce3nep: YTKBIPIBIKTE eHAipy, Word ernipy, Word2Vec, CDR nepexrepi.
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BCTPAUBAHUE MOBUJIBHOCTH U3 3AITMCHU JAHHBIX O BBI3OBAX C
HNCITOJB30BAHUEM WORD2VEC JJIAA HOAAEPKKHU CETHU C BECIIMJIOTHBIM
JIETATEJIBHBIM AIIITAPATOM

AnHoTanus. 3anvcu cBeneHnit o Be3oBax (CDR) — 310 3ammcu, comepskamnire HHPOPMAITHIO 0 Telne(OHHBIX pa3roBopax
M TEKCTOBBIX cooOmeHnsx. HekoTopele mccnenoBanus noka3anu, urto ganaeie CDR nmarot momesnyro mH(OpManmo o
MOJICTISTX MOOWIIBHOCTH JIFOZICH ¥ CBSI3SX C TOYHBIMH BPEMCHHBIMH W Teorpa)MIecKiMU XapaKTepUCTHKaMU. B maHHOM
CTaThbe TpeIIaracTCs BCTPAWBATh TPACCHPOBKH, 3ammcaHHble B CDR, ams w3BiedeHUs 3HAYMMOW WHQOpPMAIIHH.
TpaccupOBKH MPEIOCTABIAIOT HHPOPMAITHIO O MECTOIOIOKEHUH, IS KOTOPOTO MOYKET MOTPeOOBAThCS MOICPIKKA IS
MOKPBITHS FUTH BOCCTAaHOBICHUS ceTu. [lociie BHepEeHUS TPacKTOPHUil MMOIB30BaTENIeH MBI HCIOIB3yeM 00paboTaHHBIE
PE3yNBTaThl, IS TOTO YTOOBI PEKOMECHIIOBATh aHTCHHBI C KOOPAWHATAMHU W 3alpOCOM Ha TOAICPXKKY, HeOOXOIUMBIC
JUTS TIapKa OCCITMIIOTHBIX JICTATSFHBIX anmnaparoB. B JaHHOW cTaThe MBI CTOJKHYIUCH C MPOOIeMON MapHIpyTH3AIHA
TPAHCIIOPTHBIX CPEACTB C BMECTHMOCTHIO, KOTOPYIO MBI PEIIIIM C ITOMOIIBIO MporpaMMHOro obecneuenus Google ¢
OTKPBITBIM UCXOMHBIM KoztoM o HazBanueMm OR-Tools.

KitroueBble coBa: BCcTpanBaHne MOOMIBHOCTH, BeTpanBanue Word, Word2 Vec, nanasie CDR.

Introduction

Mobile phones are used by over ninety percent of individuals in their everyday lives. These are moving,
arguably leaving traces of their movements, which may create a lot of data and information. A Telecom Service
Provider records the data of telephone calls or Short Message Services (SMS) that flows via such devices,
referred to as Call Data Record in the rest of this document (CDR). The latter is a data structure that stores
details on a certain telephonic activity.

Mobile phones are often regarded as the most popular and convenient mode of communication [1].
Researchers can investigate topics that primarily rely on CDR data to gain insights into the location of distinct
populations and their evolution over time using mathematical modeling methodologies [7,10].

By nature, CDRs are generated in large volumes. One of their main advantages is that they can be viewed
as a wide-area sensor network as long as they provide a statistically valid representation of the distribution
of individuals in a given region and can be combined with other data sources to track extensive and diverse
groups of people [2].

Furthermore, and despite this, they may be used to supplement self-reported data from interviews and
questionnaires, which are time-consuming, labor-intensive, and difficult to predict dynamic changes. CDRs
are one type of passively gathered data that is increasingly being used in research alongside other big data
types [5].

Telecom providers collect a large number of CDRs regularly, from which it is feasible to extract additional
information at little cost and develop valuable datasets. We may acquire helpful information from the study of
this data [8], such as city planning, user profiling, disease spread patterns, natural disasters, and the occurrence
and influence of social events.

The ability to predict population movement insights based on just a single mobile source, such as CDRs,
is a very challenging task.

We investigate whether valuable information is encoded in embeddings that a sequence of locations
includes. Our motivation comes from the Word2vec approaches, which recommends the following words based
on the assumption that similar words appear in similar contexts. Traces recorded by the telecom providers can
be modeled similarly and represented by the embedded vectors to predict the next population movement and,
thus, predict the activity load in the locations.

Our proposition embeds the traces recorded in the CDRs to extract meaningful information. The latter
provides insights about the location that may need support to cover or recover the network. After embedding
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the users' trajectories, we recommend the antennas with coordinates and support demand needed for a fleet of
Unmanned Aerial Vehicles (aka drones). We end up with a capacitated vehicle routing problem that we solve
using a Google open-source tool named OR-Tools.

We structure the remainder of the paper as follows. First, in section 2, we present scrutiny of the related
works that used the embedding technology. Then, Section 3 describes the CDRs dataset we have used. Then
Section 4 describes our proposition, starting with the main idea and embedding step, passing by evaluating our
work with a bunch of algorithms, arriving at a use case that uses a fleet of unmanned aerial vehicles to solve
the obtained routing problem. Finally, we present some concluding remarks and future work that can improve
results in Section 6.

Related work

In Natural Language Processing (NLP), word embedding technology refers to language models and
feature learning methods. It is frequently utilized in text and seeks to learn the vectorized representation of
words. Recently word embedding methods have been widely employed to learn dense vector representation of
locations in mobility data. Many methods rely on the word2vec model [9] aiming to learn trajectory embedding
vectors.

Zhu et al. [14] trained a skip-gram model word2vec [9] to create location embeddings, which were then
used to comprehend the human mobility between urban places. Location2vec was proposed, which uses mobile
cell stations as words taking advantage of the word2vec to learn embedding vectors considering the interaction
between locations and moving objects.

In [4], the authors generated vector representations of locations, constructed based on how people move
between them, their algorithm named motion-to-vector(Mot2vec) has two steps. First, the trajectories are
preprocessed and converted into sequences of locations. Then, the location embeddings are constructed using a
Skip-gram Word2vec model. The meaningful representation provided by Mot2vec defines a metric of similarity
for evaluating locations connectivity and identifying mobility patterns among different categories of people.

The study of [11] offered an inference technique that employs embeddings to represent GPS trajectories
using the Word2vec approach, which is then combined with multiple classification models to infer attributes
such as gender, age, marital status, and if the user has children. The results of this study confirmed the efficacy
of Word2vec outside of the NLP domain, demonstrating that the approach can predict demographics with
accuracy.

In [12] they trained a GCN aided skip-gram model named GCN-L2V to learn representations that embed
context information in human mobility as flow graph and spatial adjacency as a spatial graph. The approach
could capture relationships among locations and provide a notion of semantic similarity in a spatial environment.
Quantitative experiments and case studies demonstrated that the representations learned by GCN-L2V are
effective and may be imported as features for down-streaming tasks.

In addition to these works, there exist other works as [13] that focus on the recommending POI (point of
interest) with embedding vectors using word2vec.

We also rely on word2vec in our approach as all the mentioned works. The difference resides in the use
of only the CDR data users as inputs, which is less informative. These latter are embedded to predict and
recommend antennas that need support to cover or recover the charge in case saturation or antennas fail due
to a disaster. These recommended antennas are fed into a vehicle routing system that manages the unmanned
aerial vehicle fleet.

CDR Datasets

The anonymous CDRs data contains the time and location where every individual sends or receives a call
and/or a text message. In this regard, as part of the D4D challenge in $20158$, Sonatel-Orange Telecom made
CDRs available to the research community. The idea is to use data from mobile phone calls to accelerate a
country's socio-economic growth. Researchers can explore numerous areas directly influencing development
variables using anonymized CDR data sets.

The considered data includes the time and location where users make a phone call are briefly described
below:

Dataset 1: it represents the traffic per pair of antennas for the $1,6668 antennas (aka sites) hourly. The
dataset contains monthly voice traffic between the sites, and data about monthly traffic text messages between
the antennas (sites).

Dataset 2: It represents fine mobility data spread per user over an interval of two weeks for an entire year.
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These data are unique at the individual level for about $300,000$ users randomly sampled.

Dataset 3: It summarizes the rounded one-year mobility data volume (country district level) at the
individual level for approximately $150,000$ randomly sampled users.

Methodology

Our approach aims to automatically recommend antennas to a fleet of unmanned aerial vehicles based only
on CDRs data. The latter contains records that include users' mobility. We leveraged the user's fine mobility
data spread over two weeks to generate the user's mobility paths from it. Then we use these paths to determine
antennas that may need support. Finally, a routing algorithm manages a fleet of unmanned aerial vehicles
according to their capacities and the needs of the antennas.

The overall system model presented in our approach comprises three stages, and its workflow is flagged
in Figure 1:

Corpus extractions step,

Embedding step, and

Recommending step.

ingiull (user paths) Embedcings
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We proceed as node2vec algorithm, it aims to generate vector representations of nodes on a graph through
random walks to form a sequence of nodes as sentences in natural language processing (NLP), then pass it
to the word2vec algorithm to produce the embedding, and capture some of the semantics of the nodes by
placing semantically similar nodes close together in the embedding. First, we use the user's movements instead
of random walks in our proposed approach. Then we pass these walks as input to the word2vec to get the
embedding of the nodes. Finally, we use embedding to predict the next moves of users. This latter helps make
early actions to support the antennas in case of antenna saturation or failure.

We applied our work to a subset of the data, which contains records of one district. This latter includes 71
antenna spots with high activity on average compared to the other districts of the DAKAR region.

Node2vec applies arandom walks exploration on a given graph to generate many sequences of nodes. These
latter are considered sentences, the inputs for the word2vec model that embeds the nodes. The word2vec model
groups word with high context similarity in near neighborhoods. This method results in vector representations
of nodes.

In our approach, we apply node2vec starting with random walks. The latter is replaced with the user's
movements. We extract the path for each user, which results in a corpus of paths that can be interpreted as
sentences. Indeed since this corpus is produced from users' movements, it preserves contextual information of
areas. In other words, the corpus can be viewed as the description of the district through the user's movements.

After the corpus extraction, the word2vec model generates embeddings for each antenna. The embeddings
are vector representations of the antennas that capture the semantics produced on the basis of the user's
movements. Similar vectors are placed close together in the embedding space. Figure 2 shows the embeddings
for each antenna.
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Figure 2 — The embeddings for each antenna

Finally, we use the embeddings results to recommend unmanned aerial vehicle fleet antennas. This latter
supports the antennas to ensure the reliability of the communication services in case of saturation or help
rescue operations in case of disasters. First, we compute the mean distances between antennas according to the
user's trajectory. We considered the user mobility rate for each antenna visited since it can be viewed as how
far the user moves away from the antenna. Then we train a recommending algorithm with the resulted dataset,
and we predict the users' next moves. By counting this latter, we gain insights about the charge the antennas
will face as presented in Figure 3.

Approach evaluation

To evaluate our approach, we used three accuracy metrics named MAE (Mean Absolute Error), MSE
(Mean Squared Error), and RMSE (Root Mean Squared Error), with a list of recommendation algorithms
presented in Table 1, and Table 2.

MAE represents the average of the absolute difference between the actual and predicted values. MSE
represents the average of the squared difference between the original and predicted values. RMSE measures
the standard deviation and it is the square root of MSE.

The algorithms showed better results with our approach, where we used the distances between embedded
vectors of the antennas instead of using the geographical distances between antennas. Our approach outperforms
all algorithms in both accuracy and time. Statistics shown in Tables 1, and Table 2 are sorted according to the
RMSE metric.

Table 1 — The accuracy metrics for recommendation algorithms using the embedded vectors of the antennas

Algorithm RMSE MSE MAE fit_time test_time
KNNBaseline 0.147769 0.021836 0.110582 9.917238 11.370682
KNNBasic 0.151011 0.022804 0.111156 7.823353 11.032049
SVDpp 0.176208 0.031049 0.142616 7.016650 0.456572
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BaselineOnly 0.178941 0.032020 0.143688 0.231516 0.098518
SVD 0.180857 0.032709 0.146929 3.538417 0.300407
KNNWithMeans 0.182629 0.033353 0.137166 8.787129 11.479792
KNNWithZScore 0.183184 0.033556 0.137315 8.676554 10.777294
SlopeOne 0.193250 0.037345 0.147194 0.187910 0.202224
NormalPredictor 0.271933 0.073948 0.218916 0.0718180 0.166444
CoClustering 0.474721 0.225360 0.438905 2.116327 0.129506

Table 2 — The accuracy metrics for recommendation algorithms without using the embedded vectors of the

antennas
Algorithm RMSE MSE MAE fit time test time
KNNBasic 0.404790 0.163878 0.273863 14.272777 17.845253
KNNBaseline 0.4157248 0.172828 0.278298 14.757514 18.107223
SVDpp 0.464500 0.215766 0.335290 6.434196 0.632079
KNNWithMeans 0.535915 0.287218 0.369874 13.830763 17.630687
KNNWithZScore 0.571756 0.326909 0.376868 16.480092 20.197913
SlopeOne 0.621707 0.386525 0.425297 0.241426 0.317950
SVD 0.663268 0.439982 0.469696 2.962695 0.226513
BaselineOnly 0.677504 0.459033 0.500647 0.395443 0.199885
CoClustering 0.817951 0.669534 0.620654 3.089043 0.200401
NormalPredictor 1.060172 1.123993 0.823223 0.118616 0.236111

Next, since KNNBaseline has shown the best accuracy according to the metrics, we used it to predict
users' next moves by counting all users' top-five rated antennas. The latter gave us insights about the charge the
antennas will face, as presented in Figure 3. Finally, we use these obtained insights in a vehicle routing system
that manages the fleet of unmanned aerial vehicles. The system considers each antenna's capacity to cover or
recover the charge if saturation or antennas fail due to a disaster.
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Figure 3 — Insights about the charge the antennas will face according to the users movements

Indeed we end up with a capacitated vehicle routing problem to solve this latter. We use the OR-Tools
[6] of the google developers, which provides operations research software libraries and APIs for constraint
optimization, linear optimization, and flow and graph algorithms.

The capacitated vehicle routing problem (CVRP) is a vehicle routing problem in which vehicles with a
limited carrying capacity must pick up or deliver things at many locations. The items have a quantity, such as
their weight or volume, while the vehicles have a carrying capacity. The challenge is to pick up or deliver the
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products for the least cost while never exceeding the vehicles' capacity. In our case, the vehicles are the fleet
of unmanned aerial vehicles. Each vehicle has a limited covering capacity, and the network's antennas are the
locations that need support.

Before applying the solver to our example, we performed a constrained clustering [3] to divide the antennas
into groups where the sum of the distances between each antenna and the centroid of its cluster are minimized,
in addition to some constraints on cluster sizes. The cluster centroid is located where a base station for the fleet
can be mounted. Figure 4 shows the antennas with a blue marker and the centroid of the antenna clusters with
a red marker. In this example, we have applied clustering with a size of 10 antennas each. This latter can be

changed according to the size of the fleet.
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Figure 4 — Map with the clustered antennas and the centroid points where a base station for the fleet can be
mounted

After the clustering step, we performed a simulation example for one of the clusters. We set four as the
number of vehicles of the fleet, each vehicle has 15 as a maximum capacity, and the antennas demand as
follows (140:2, 185:1, 124:1, 150:2, 147:4, 120:2, 163:4, 165:8, 179:8, 130:1). Zero stands for the Id of the
base station. Figure 5 shows the results of the simulation and path each vehicle must follow to satisfy the

antenna's demands.

Figure 5 — The OR-TOOLS simulation results showing paths for each vehicle to satisfy the antennas requests
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Conclusion

This paper presented a method that uses word2vec to embed Call Data Records traces. The key idea is to
use the users movements as random walks and embed these latter with word2vec to get the embedding of the
locations. Results of the embedding provided movement insights of users, which were helpful to manage a fleet
of unmanned aerial vehicles. With this approach, CDR data can help make early actions to support the antennas
in case of saturation or failure due to crowd events or disasters.

We can increase the precision of this work and add time feature, and we can use multiple data sources. For
example, we can analyze traffic between antennas to determine the relationship between places based on the
connectivity and the site's frequent users.

Furthermore, it can also be expanded by including events aspects to determine their relationship with user
movement patterns.
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