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Abstract: The duty ofa citizen, as you know, is considered to serve in the army, but it does not end only with
it. A citizen is obliged to report violations of the law and to adhere to the rules and laws ofthe country. We
are talking about the broad responsibilities o fthe citizen, whichform the society, civil society. Kazakhstan as
a developing country requires the improvement o fcivil society, increasing the responsibility ofeach citizen to
raise the importance ofthe laws ofthe country. To do this, there are many tools and institutions that require
large investments, and they have manyflaws. The application can also help spendfewer resources and to
modernize civil society effectively. Compared to traditional applications with simple algorithms, a machine
learning application has more advantages, it helps to recognize the violation o fthe law withoutan intermediary
such as human and is more effective in data processing andfurther analysis. In this article, we presented a
new approach to the education of citizens with minimal expenditure of resources of the country, effective
encouragement o fusers oftheprogram ‘PhotoFact’andpunishment ofviolators ofthe laws. The application
‘PhotoFact” registers several types ofviolation ofthe rules ofParking SDA RK, and only the smartphone of
the user who downloaded this application is needed. An important role is played by the network ofusers of
this application and their civil liability. The model “‘Faster R-CNN Inception v2” is usedfor recognition of
transport, road signs, transport number, locationfeatures. This modelfacilitates the recognition o fobjects due
to the large database and the speed o frecognition.

Keywords: CNN - Convolutional Neural Network (convolutional neural networks), R-CNN - Regions with
CNN (convolutional neural networks based on individual regions), Faster R-CNN (accelerated R-CNN model)

“ALbINAbI” TEXHONOTUANAPALI MANAANAHA OTbIPbIM,
LLASALICTAHATbI LLOFAM/bI 03TEPTY

AygaTna: AsamaT Thil MiHAETI - 3ckephe LbI3MeT eTy 60/bin caHanagpl, 6ipal 63pi MyHbIMeH aduTan-
Maiigbl. A3aMaT 3alHbLL Oy3blnybl Typanbl xabapnayra >KaHe engil, epe>kenepi MeH 3aljapblH ycTaHyra MiH-
AeTTi. durive asamaT Thil, 3NeyMeT TiK, a3aMaT Thil Loramabl LanbinTacThipaTbliH MiHAe T TEPi Typabl
6onbIn 0ThIp. LlasaucTaH gamyllbl enpeTiHge asamaT Thil Loramasl >KalcapTyabl, el 3aufapbiHblil, MaLbI3-
AbINbITbIH KBTEPY YWiH 3pbip asaMaT Thil >Kayankepwinirih apTTbipyabl Ua>keT eTedi. On YwiH YnkeH
cansimfapibl Tanan eTeTiH KBNTereH Lypangap MeH MHCTUTYTTap 6ap, coHAaii-al onaphbll KBNTEreH
KemwinikTepi 6ap. LlocbiMlia a3 pecypcTapMeH >XYMbIC iCTeyre >KsHe aszaMaT Tbil Loramibl Herypsbim
TRiMai >KaurelpTyra KBMEKTECE anafbl.

Llapanaiibim anropiTmgepi 6ap A3cTYpni ULocbiMWwanap MeH CanbiCTbipraHia, MalluvHanbll oublTYMeH
LocbIMLIAnap KB6ipeK apThilWbINbILTapra ne 6onaabl, BATKEHI 3auabl 6y3yabl Aenjancbi3 agam TYpiHge
TaHyra KBMEKTECEAi >X3He [epeKTepdi BUAEYMEH ofaH 3pi Tangayaa HerypnbiM Tiimai. Mauanaga en
pecypcTapbiHbiLaswWwbirbiHbIMeH, «PhotoFact» 6argapnamacbiHnaigananyLisinapisl THiMAI KBTepMeneymMeH
>K3He 3al} 6y3yLlublnapabl >KasanaymeH asamaT Tapgbl Tapbueneyae >aua kosuapacTbl yebiHAbIL «PhotoFact»
LonaaHo6acs! LIPXXL| Epe>kenepiH 6y3yabll, 6ipHelle TypiH Tipkeiigi, 6ynpeTTe ocbl LocbiMwaHbl XXYKTen
anraH nanganaHylbiHbIl, CMapT(OHbI raHa ua>keT. O3 KesiHferi LocbiMLLAHbI NaiganaHylibinap >Kenici
MeH onapgbll, azamaTThbil >XayankepLuiniri Maubi3gabl pon atuapagbl. bi3 uaiiTagaH Benocunes oiinan
LUblrapMaiiMbl3 XK3He OypblH 60NMaraHfbl >KallafaH oinan Tannaimbl3, KepiciHwe, LlasaucTaHga O6ypblH
naiganaHbiiMaraH Mogfenbfep MeH >KyiienepAi YCbIHraHAblLTaH, COHbl nNaiiganaHambi3d. KBRikTi, >Kon
GenrinepiH, KONiK HOMIpiH, Nokauus epekwenikTepiH TaHy Ywin «Faster R-CNN Inception v2» mogeni
naiganaHoinagbl. ATanraH MoJenb Kel AepekTep 0OasacbiMeH TaHy >KblfamAbIrbiHbIL apuackiHia
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06beKkTiNepai TaHydbl >KeuingeTedi. bygaH api MmelniHwe, ocbl LWOCbIMWaa LWofdaHbUIraH 6apbly
LWypangapabl >KaHe onapibl TeCTIiNey HOTUXKENePT emnKen-TemnKeini cnnaT TaimbI3.

TYMHdi cB3gep: CNN - convolutional neural network (HeiipoHabiw, >keninep), R-CNN - Regions with CNN
(>KekenereH aimalTapaa Herisgenrex HeiipoHabiw, >keninep), Faster R-CNN (>kegen R-CNNwmogeni)

NMSMEHEHWNA B TPAXXAAHCKOM OBUWECTBE KA3AXCTAHA
UEPE3 «YMHBbIE» TEXHOJIOT WA

AHHOTALMA: O653aHHOCTbHIO rpa>KAaHUHa, KakK BejoMO, CUMTAETCs Cly>KeHMe B apMuu, HO BCE Ha 3TOM
He 3aKaHuMBaeTCA. MpadKAaHuH 0653aH co06WAaTh 0 HapyLUeHUsX 3aKoHa U caM Npuaep>KuBaThbCca npasun
1 3aKOHOB CTpaHbl. Peub NAeT O WHUPOKMUX 0643aHHOCTAX rpadkAaHuHa, KOTopble U hopMUPYIOT COLUYM,
rpa>kaaHckoe o6ulecTBO. KaszaxcTaH Kak pasBuBalolascs cTpaHa TpebyeT ynyuylleHus rpa>rkAaHCKoro
o6LecTBa, NOBbILEHAE OTBETCTBEHHOCTM KadKAOr0 rpadkfjaHuHa Ansa nofHATMA 3HAYMMOCTU 3aKOHOB
CTpaHbl. 418 3TOro CyLWwecTBYT MHOMO MHCTPYMEHTOB U MHCTUTYTOB, TPEOYIOLLNX 60MbLUNX BNOXKEHWIA, a
Tak>Ke MMeeTCs MHOTO U3bSHOB. Mprao>KeHne >Ke MO>KeT NoMOUb 060/ THCL MEHbLLMMU pecypcamm 1 bonee
3(hheK TMBHO MOZEPHN3NPOBAT b FPa>KAaHCKOoe 06LLecTBO. [10 cpaBHEHUIO C T PaAULMOHHbLIMU MPUNO>KEHNUSMU
C MPOCTbIMW anropuTMamu, NPUIOXKEHNE C MALLVHHLIM 06YyYeHeM UMeeT 60/bLUe MPEUMYLLECTB, NMOCKONLKY
NnoOMOraeT pacno3HaBaTb HapylleHue 3akoHa 6e3 nocpefHuKa B BUAe 4enoseka U 6Gonee 3h(PeKTUBEH B
006paboTKe faHHbIX 1 AabHeillero aHanusa. B 3Toii cTaTbe Mbl MPeACTaBUAM HOBbIV NOAXOS B BOCMUTaHUM
rpa>kfjaH C MUHMManbHbIMW TpaTamu pPecypcoB CTpaHbl, 3(PGEKTUBHLIM MOOLPEHNEM MOAb30BATENEN
nporpamMmbl ‘PhotoFact” 1 HakasaHWem HapyluMTenei 3akoHoB. Mpuno>kenne ‘PhotoFact”perucTpupyeT
HECKONbKO TWMOB HapyLueHuii npasun napkosku MAM4 PK, npyu 3TOM Hy>KeH 1LLb CMapT(OH Nonb3oBaTens,
CKauaBLUero AaHHOe NpunodXkeHue. HemManoBa>kHyH poib NpU 3TOM WUrpaeT CeTb MOMb30BaTENEA LAaHHOrO
MPUNO>KEHNS N UX TPaXKAaHCKasa 0 TBETCTBEHHOCTb. Mbl He M306peTaem CHOBA BENIOCUMEL U HE NMPUAYMbIBAEM
YTO-TO, Yero paHblle He CyLecTBOBaNo, HA000POT NPUMEHSEM CYLLECTBYIOLLME MOAENN U CUCTEMbI paHee
HEUCMONb30BAHHbIX UMEHHO Tak, KakK npefcTasnfeM B KasaxcTaHe. [ns pacrnos3HaBaHUA TpaHCMNopTa,
[IOPO>KHbIX 3HAKOB, HOMepa TPaHCMoOpTa, 0COOEHHOCTEN nokauuyu ncnonb3yeTcs mogens “Faster R-CNN
Inception v2”. laHHaa mMojenb ynpoliaeT pacrno3HaBaHWe 0O0bEKTOB 6Grarofaps LIMPOKON 6ase JaHHbIX K
CKOpOCTW pacno3HasaHus. [lanee nofpo6HO ONWUbICBAKTCA BCE MHCTPYMEHTbI, UCMO/b30BaHHbIE B JAHHOM
MPUNOXKEHNUN N PE3YNbTaThbl UX TECTUPOBAHUS.

Kntouesble cnosa: CNN- convolutional neural network (cBepTouHble HelipoHHbIe ceTw), R-CNN - regionswith
CNN (cBepTOYHble HelipOHHbIE CeTW, OCHOBaHHble Ha OTAeNbHbIX pernoHax), Faster R-CNN (yckopeHHas
mogenb R-CNN)

INTRODUCTION
At the heart of the behaviour of criminals
lies impunity for the inability to recognize the

ment agencies, the identity of the owner of the
car is automatically established, whereas, in the

person, they cease to respect the laws and even
in the case of capture, can escape responsibili-
ty through corruption. Application “PhotoFact”
sets several tasks to be solved. The problem of
recognizing the offender’s transport should in-
clude the identification and vetting of commit-
ted violations by Parked vehicles. The system
identifies an unknown vehicle, location of the
alleged violation with the help of GPS, the date
and time. On the basis of data of law enforce-

existing system of identification, the intermedi-
ary like a police officer can not give out the name
of the owner because of corruption components
or lack of knowledge. Covering such loopholes
in the law enforcement system will force soci-
ety, regardless of status, to approach the issue of
Parking their vehicles more carefully, because
an anonymous user of the application can easily
register a violation, which will always keep the
car owner in suspense.
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Figure 1- Theprinciple ofthe application ‘PhotoFact”

ANALYSIS OF PROBLEMS AND

SIMILAR SOLUTIONS

The key advantages of the system are its
low cost, for this system does not need to hire
a large staff, the application is downloaded
free of charge to any smartphone on the An-
droid platform. According to the TNS Infratest
survey commissioned by Google in 2016, 65%
of Kazakhstanis were smartphone users, this
figure is one of the highest in the post-Soviet
space, which shows the wide coverage of the
country’s population in the case of its release
on smartphones [1].
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In addition to the low cost of the system
“PhotoFact”, it can bring large amounts of in-
come to the budget ofthe country, with the deduc-
tion of expenditure will give new resources for
development. As the statistics of 2017 shows the
collection of administrative fines and other pen-
alties presented by the multimedia information
and analytical portal informburo.kz it amounted
to 26.7 billion tenge [2], budget revenues from
fines is one of the main sources of non-tax rev-
enues that in the future go to the construction of
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schools, salaries and much more. Citizens should
be aware that they are doing a great job not
only for themselves but also for the life of the
country.

In addition, as practice shows, the estab-
lishment of cameras in the North Kazakhstan
region has significantly reduced the number of
offences on the assurance of the Deputy head of
the district police Department Zhaslan Kasen-
ov. The guards managed to detain 78 criminals,
which creates a safe society [3]. The project
“Sergek” allowed to reduce the crime rate in the
capital by 24%, the official website of the may-
or’s office of Nur Sultan reports. In addition, the
project has improved safety on the roads of the
capital. Drivers have become more disciplined,
which favourably affected the accident rate. At
the end of last year, the death rate on the roads
in Nur Sultan almost halved compared to 2017.
The death rate on the roads in the capital is 3.1
per 100 thousand people, which is more than 3.5
times lower than in the country. With the help of
“smart” video cameras in the city recorded more
than 700 thousand offences totalling 5 billion
tenge, and the budget received about 3 billion
tenge, this was reported on the website of the
mayor’s office of Nur Sultan [4].

Figure 2 - Interface Template

Similarwork is done to change the behaviour
of the society of drivers and driving culture in

Kazakhstan with the help ofthe system “Sergek”
since 2014, based on the neural network. As de-
scribed earlier in the report of the mayor’s office
of Nur Sultan, this system has given a lot of pos-
itive changes in the behaviour of drivers where
the “Sergek” cameras were installed [4], but this
system is not effective in places not convenient
for the installation of cameras and this project
has a high cost and maintenance. For example,
on July 20, 2017, the deputies of maslikhat of
Nur-Sultan unanimously voted for the decision
to install 13,000 cameras in the capital under the
PPP program, the cost of the project was deter-
mined at 8.4 billion tenge with a contract for 6
years 7 months [5].

SUGGESTED APPROACH

The recognition methods offered by “Photo-
Fact” are cheaper and easier. Object recognition
is divided into three main methods: structural,
statistical and neural network. Like *“Sergek”
application “PhotoFact” uses a neural network
method. Except for social problems which ap-
plication can solve, there will be demonstrated
technical solutions and models.

Structural methods are aimed at images of
objects and are applied to tasks in which infor-
mation about the structure of each object is im-
portant. Underway implies a series of signs of.
Each image belongs to the class. A class is an
object with the same images. Three feature rep-
resentations are used to classify images: vector,
character string, and feature tree. From the struc-
tural recognition, the method is required to deter-
mine the object and its class and find information
that does not define it to another class. The most
common use of structural recognition is the task
of classifying characters, letters of the alphabet
or numbers. These tasks have different typefaces,
but they are the same character.

Statistical recognition methods rely on classi-
fication rules. This method is used in problems in
which the probability of occurrence of each class
is known. Statistical recognition methods are used
when all parameters such as height, width, and area
are known to detect pattern similarity.

Neural networks are an actively develop-
ing alternative to traditional methods of recog-
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nition. Artificial neural networks are mathemat-
ical models built on the principle of biological
neural networks of living organisms. The neural
network method is suitable for problems with un-
known patterns. Learning from different exam-
ples, a neural network can solve problems with
known patterns and dependencies between in-
put and output data. Traditional methods cannot
cope with such tasks. Also, the main advantage
of neural networks is the speed and adaptation
to changes in the weapon environment. That is,
the neural network can be retrained in real time.
Neural networks for image and object recogni-
tion are divided into three types:

1 Single-layer neural networks are used for
classification tasks using the frequency charac-
teristics of the entire image.

2. Multilayer neural networks are used for
tasks in which the input is supplied by the image
itself or a set of extracted characteristics, the out-
put of the neuron indicates belonging to the class.
The flaw of this type is the increase in the time of
training and work with an increase in the number
of classes.

3. Convolutional neural networks are ar-
ranged like the visual cortex of the brain are able
to concentrate on a small area and highlight im-
portant features in it, but also one of the import-
ant flaws is that it is not clear for what task and
computing power what settings are needed [6].

In this article, we decided to use the “Fast-
er R-CNN Inception v2” model. This model has
excellent results both in speed and in the defini-
tion of objects. As a basis, it was decided to use
the TensorFlow API. The TensorFlow API allows
you to visualize the results in the form of restric-
tive frames as object frames, and also allows you
to monitor the results of neural network training.

Faster R-CNN is a model adapted for ob-
ject detection tasks. Since CNN performed well
in image classification, the R-CNN model was
created to improve the accuracy and speed for
the recognition and classification of objects and
images. In R-CNN, the image is sent to the in-
put via the regions previously selected in another
way, on which objects can be located. At the mo-
ment there is an improved version of the mod-
el. R-CNN, Faster R-CNN which became much
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faster and began to more accurately recognize
objects.

In faster R-CNN, training of the model in-
volves four steps. The firsttwo steps train the Re-
gion Proposal Network (RPN) and the detection
network, minimizing the loss and obtaining the
weights and biases. The final two steps combine
the results ofthe pre-trained networks, fusing the
parameters of a single network for detection and
classification. All the steps use Stochastic Gra-
dient Descent with Momentum (SGDM) as the
optimization algorithm for training.

&+1=&8-aVE(B) +y(Be-B£-1) (1)

where 1 corresponds to iteration number, a >0
is the learning rate, B is the parameter vector

(weights and biases) and E (B) is the loss func-
tion. The stochastic component corresponds to
the evaluation of the gradient and the updates
of parameters using a subset of the training set.
Each evaluation of the gradient using the mini-
batch is an iteration. At each iteration, the algo-
rithm takes one step towards minimizing the loss
function. The full pass of the training algorithm
over the entire training set using mini-batches is
an epoch. The momentum term y determines
the contribution of the previous gradient step
to the current iteration and is used to avoid os-
cillation along steepest descent to the optimum.
The learning rate of the two first steps is larger
(1e-5 vs 1e6) since the first layers require faster
convergence, while the last two involve fine-tun-
ing, as the network weights need to be modified
more slowly. The number of epochs on each step
is set to 10. CNN algorithms can demand many
epochs used for the backpropagation algorithm
to converge on a combination of weights with an
acceptable level of accuracy. Especially for RPN
training, images patches are extracted from the
training data. Here it is important to define the
positives examples and negative ones. To avoid
overfitting, the created data set is split into train-
ing and validation data. 80% of images are used
as training data (220 images), and the remaining
20% (50 images), for validation. The split selec-
tion is randomized to avoid biasing the results.
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Several tests were conducted reducing the num-
ber of examples for training and validation.

Figure 3 - The result o frecognition ofobjects by the algorithm

Using the Faster R-CNN Inception v2 mod-
el, we were able to train our neural network to
recognize objects. After learning the neural net-
work were prescribed a number of conditions to
determine the violation. So in appropriate condi-
tions using object recognition, we got good re-
sults. Here we will demonstrate the result of the
system in case ofviolations of the on-site parking
rules for people with disabilities:

Using the Faster R-CNN model and the
OpenCV library functionality, we wrote anoth-
er algorithm to recognize the violation. our next
violation was stopping and parking is prohibited.
There is also, a yellow line that prohibits stop-
ping and parking on that side of the road show
on Figure 6. Since we already trained the model
to recognize objects, we needed to find the yel-
low line. For this, the HoughLineP function was
used, which finds a straight line in the image. as
we know the lines in the picture can be expressed
in two variables. The HoughLineP uses Polar co-
ordinate systems in which the line is calculated
using the formula

cos# , o
V=05l " Gy @
where r = x cos + y sin. Finding each point (Xo,
Yo) we can find other lines

r# = VO'COS#+VO'Sin# 3)

where each (r#,#) shows line (Xo, Yo). For giv-
en (Xo, Yo) we get a sinusoid using graphics, as
an example, Xo =8, Yo = 6,

we take points in arange r >0 and 0 <# <2n
. We can do the same operations with all of the
points in an image. This is what the HoughLineP
does. It keeps track of the intersection between
curves of every point in the image. Number of
intersections is above some threshold, then it de-

clares it as a line with the parameters (#, r#) of
the intersection point.

However, before we could find the line, we
only need to select the yellow line. For this, we
took the yellow color on color range and save the
mask of the image

Next, using the method of finding the edges
by Canny edge detection, we select the contours.
After selecting the contours, we use the Hough-
LinesP function and find the line. The function
returns four variables x1, y1, x2, y2, which must
be subsequently applied to the image. For this,
the standard OpenCV “line” library function was
used to draw a line. As a result, we get our yel-
low line that helps to recognize the violation of
parking rules under the signs such as “stop” and
“parking is prohibited”.
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Figure 6 —The result offinding the yellow line

Figure 5—Mask ofimage

Next, we find the remaining objects by the
type of road and the rest signs and carry out
through the violation recognition function.

As a result, we have automatic recognition
mechanisms which help to integrate this system
in Kazakhstan without big investigations and in-
vestments by the pulling population into this sys-
tem avoiding waste of police resources and time.

The role of society is also important and it
cannot be ignored. Potential and resources of peo-
ple are huge and we should use them. According
to statistics taken from the experiment which is
well-known as “The Swedish Speed Camera Lot-
tery” which was done in 2010 by Kevin Richard-
son, shows that people need stimulations to become
a law-abiding citizen. Concept of this experiment
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was taking shots of passing car on a specific road
and measure its speed. If the driver crossed the
speed limit then fine was sent to the driver. All of
the money was used to fill special fund - the lottery
prize for obedient drivers. If he was not a violator,
he participated in the lottery and had a chance to
win money from this fund. As the result of such ex-
periment, 24,857 cars passed the cameras, the aver-
age speed limit reduced by itself from 32 km/h to
25 km/h and statistics of car accidents in Sweden
decreased significantly [8].

Conclusion

In this article, a sophisticated system of
recognition was presented, for effective detec-
tion of offence when parking a vehicle under
various circumstances. The proposed approach
demonstrates several problems solving, pun-
ishing pests with less expenditure of resources
and educating civil society, and instilling the
correct social behaviour of a citizen. In fact,
we call for the civil duties of a citizen, by car-
rot(rewards) and stick(punishment). This pro-
cedure helps to raise the importance of laws
and rules for citizens, and also brings up a
strong civil society, where everyone is respon-
sible for their actions and will not be able to
find defects in punishment system for corrup-
tion schemes. Using the TensorFlow API and
the “Faster R-CNN Inception v2” model pro-
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vides enough opportunities to change society, = most effective and cheap tool for influencing
thereby making information technology the and changing society.

REFERENCES

“Connected Consumer Survey 2016: Belarus and Kazakhstan” TNS Infratest (Google Inc.) 2016
. Zhabaeva, Sholpan “RK Budget Revenues From Paying Advertisements Increase” Informburo.
kz, June 16, 2017

“Cameras Visibly Reduced the Number of Offenses” Khabar 24, 19 January 2019 News Portal
“The project “Sergek” allowed to reduce the crime rate in the capital”’ Akimat of Nur-Sultan, April
5, 2019

Tukusheva, Aigerim “Nearly a Billion Tenge Decline in Sergek Project in Astana” Informburo.
kz, July 5, 2018

Malyh, Valentine “Application of Convolutional Neural Networks for NLP Tasks” Open Data
Science Company / Habr, Habr, 10 Oct. 2018

Jorge E. Espinosa, Sergio A. Velastin, John W. Branch “Motorcycle detection and classification
in urban Scenarios using a model based on Faster R-CNN” IET Digital Library, 22-24 May 2018
“The Swedish Speed Camera Lottery And Healthy Living” The Medical Futurist, 6 July 2018

o517



