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Abstract: Nowadays, artificial intelligence is used in many areas ofactivity. In this article we will present
the advantage ofusing Al in the gaming industry. Game development is a complex and time-consuming effort.
The game environment, storylines, and character behaviors are carefully thought out, so graphic artists,
storytellers, and software developers need to work in unison. Often games end with a delicate combination
ofhardware behavior in theform oftraditional code and a slightly more responsive behavior in theform of
a large set ofrules. Everywhere around us, our perception of learning and intelligence is challenged daily
with the advent ofnew and emerging technologies. From self-driving cars, go games and Chess to computers
capable ofdefeating people in classic Atari games, the emergence ofa group oftechnologies we colloquially
call “Machine learning’has come to dominate a new era oftechnological growth - a new era ofgrowth that
has been matched with the same meaning as the discovery ofelectricity, and has already been categorized as
the next technological age ofman. Machine learning is the realization ofartificial intelligence. It is a wayfor
a computer to assimilate data or state andprovide a learned solution or response. Now we often think ofAl as
a broader term that reflects a “smart” system.

Keywords: Artificial intelligence (Al), Reinforcement Learning (RL), Machine Learning (ML)
MALLUVHAbIL, OUbITY 3/IEMEHTTEPIH LUONAAHATbIH OMbIH LLOCbIMLLACHI

AugaTna: >KacaHfbl WHTenneKT LUasipri kesge KBNTereH Lbl3MeTTep cdepacbiHfa naiiganaHbinagbl.
byn mauanaga 6i3 )XW (PKacaHgbl WHTENNEKT) OWbIH MHAYCTPUACbIHAA LONLAHYAbIL apTbILWbIIbITbIH
kBpceTemis. OibiHAAPAb! LypacThIpy - KypAeni e ayubiMabl >XKYyMbIC. OliblH aschl, CIO>KeTTIK AMHuanap
>K3He Keliinkepnepdil ic-UbIMblnAapbl >KaH->KalTbl 0WNacThipbinadbl, COHAbILTAH, 6Gargapnamansbiy
Lamcbl3aHabIpyablL, CypeTwinep-rpadiTepi, auriMellinepi MeH LUypacTbipyLbiNapblyHUCOH >KaraaibiHaa
>KyMbIC icTeyre Tuwec. OiibiHaap, KBGiHece, A3CTYpPAiK KOA HblCcaHbiHAArbl annapaThbil LaMcCbi3faHabIpy
UbI3MeTIHAEr AenMKaTThil, KOMOMHAUMSMEH >K3He epe>Kenepail, KBNTereH Lypambl TYpiHAgeri meiiniHwe
>KayanThl ic-LbIMbIIMEH aslTanafsl. AiiHanambl3ga >Kaua >KaHe naiiga 60naTbiH TexHonorusanapabiy, BMmipre
KenyimMeH 6inimimi3 6eH aLbIn-0ibIMbI3 KyH CaliblH CbiHra TYceai. ABTOMaT Thl 6aclapyaarbl aBTOMOOUIbAEH
bacTan, WwaxmMaT OibiHAapbl >X3He Atari Knaccukanbll OiblHAapblHAA ajgampaapabl >Keulyre uabineTTi
KOMMbOTepnepMeH asuTanaTblH, KYHAeNiKTi LapbiM-LaTbiHacTa 6i3 «MaluvHanbIy, oublTy» Aen aTai ThiH
TexHonormanap TonTapbl naiga 6ongel. Onap TeXHOMOrMAAbIL faMyAdbly >Kala gayipiHae 6acbiMibiuua
ve 6onabl. Byn payipgiy gamy TapuxbliH4arbl Maubi3gblabirbl B3 KesiHAe 31eKTp UyaTblH awyMeH 6apa-6ap
afamM3aT ThIl, TEexXHONOrUAnbIL racblipblHia >Kala Kesel fen aTayra 6onagbl. MalumHanbily oubITy - 6yn
>KacaHgbl TTennekTi XYsere acblpy. Maubi3fbibirbl CoN - KOMMbIOTeP YWiH gepekTepdi Hemece LaanbiH
accummunsauuanay >KaHe 3epTTENreH LWewiM, 3iiTnece >ayan 6epy T3acini. EHai 6i3 XK “aubingbl” XYiieHi
KBpCeTeTiH kel TepMmuH TYpiHae TYCiHin yabbingainmois.

TYumdi cB3aep: XKacaHfbl MHTENNEKT, LOCbIMLIA OUbITY, MallWHaNbIL, OUbITY, OibIH LLOCbIMLLACHI
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MALWWNHHOE OBYYEHWVE U AHAJTIN3 JAHHBIX

NITPOBOE MPUJTOXXEHWE C JIEMEHTAM MALLUMHHOTIO OBYYEHNA

AHHOTAUMA: B HacToslee BPeMSA WCKYCCTBEHHbIA WHTENNEKT WCNONb3yeTCs BO MHOMMX cdepax
JesTenbHOCTW. B 3TOl cTaTbe NpefcTaBneHO NPenMyLecTBO UCNOAb30BaHNUsA VW B rpoBoii nHaycTpum.
PaspaboTka urp - CAO>KHOe U TPyLoemKoe ycunue. Mrposasi cpeda, CHO>KETHble NMHUM W NOBefeHue
MepcoHa>Kkel TLWaTenbHO NPOAYMaHbl, MO3TOMY XYAOXKHUKM-TpadmKn, pacckasuukm u paspaboTuyuKku
MpOrpamMmMHOro obecneyeHns AO/MKHbI paboTaTb B YHUCOH. YacTo wrpbl 3aKaHuMBaloTCA AeNMKATHON
KOMOMHaUWeA NoBeAeHNs annapaTHOro obecrneyeHns B (hOpMe TPaAULMOHHOIO KoAa M HeMHOro 6onee
0T 3bIBYMBbLIM NOBESEHNEM B BUAE 60NbLIOr0 Habopa npasu/. MoBCIOAY BOKPYT HAC Halle BOCNpUATUE 06yyYeHus
W UHTENNeKTa e>XXeAHEBHO OCnapuBaeTCA C MOSIBNEHUEM HOBbIX W MHHOBALMOHHbLIX TexXHonoruin. HauuHas
C aBTOMOOWUNE/ C aBTOMATUYECKUM YNpaBieHWeM, 3aKaHuvMBas UrpaMu B LWaxmaThbl U KOMMbHOTepamu,
CNOCcO6HbIMK No6eXKAaTh N0Ael B Knaccuuecknx nrpax Atari. IMossneHne rpynnbl TEXHONOTUIA, KOTOPYIO Mbl B
pPa3roBOPHOI peyn HasbiBaeM «MallHHOE 06yYeHne», CTano AOMUHUPYIOLLE HOBOIA 3pOii TEXHONOrMYEeCKOro
pocTa- HOBOVi 3pOi, pOCT KOTOPOI COOTBETCTBOBAA TOMY >KE 3HAUEHUIO, YTO MO TKPbITHE 3NEKTPUYECTBa,
N y>Ke 6blN OTHECEH K KaTEeropum cnegytolero TexXHONOrMYeCcKoro Beka uenoseka. MalluHHOe 06yuyeHue -
3TOopeann3aums UCKYyCCTBEHHOIO NHTeNeKTa. 3TO cnocob A5 KOMNboTepa acCMMUANPOBATb AaHHble Un
COCTOsIHWE M MPeOCTaBNTb U3YUYEHHOE peLleHmne Ui 0TBeT. Tenepb NPUXOAUTCA YacTo aymaTh 06 U kak
0 607€e LUMPOKOM TEePMUHE, KOTOpLIA 0TpaXkaeT «YMHYI» CUCTEMY.

KntoueBble CNoBa: UCKYCCTBEHHbI MHTENNEKT, 06y4YeHne C NOAKPENNEHNEM, MaLUMHHOE 0Gy4YeHNe, UrPoBOe

NpUNo>KeHne

INTRODUCTION

Machine learning is a set of technologies
and methods of artificial intelligence, the func-
tion of which includes learning the machine
when searching for solutions for more accurate
and efficient execution of tasks. If several years
ago the programmer had to constantly create for
each problem a clear and strict algorithm for
the computer, then with the advent and devel-
opment of machine learning, this is no longer
necessary; the system itself seeks a solution.
Machine learning is created for tasks that do not
have a unique solution algorithm, but only an
array of input data. For example, on one com-
puter they say that on one millionth of a cat, and
not on the other, a million is not. In addition,
the task ofthe machine is to create an algorithm
by itself, after which the next image needs to
understand whether there is a cat.

Artificial intelligence is an attempt to copy
the process of human thinking through a com-
puter. The task of researchers of artificial intel-
ligence is to create such a mechanism that is as
close as possible (or even surpasses) to the hu-
man natural intelligence in all tasks that need to
be solved. Natural (human) intelligence is large-
ly determined by emotions. In the human brain,

there are many different neurons and hormones
that cause different sensations, such as fear, joy,
or hunger. Artificial intelligence is not endowed
with emotions and requires other mechanisms to
solve problems.

In this context, we proposed an approach to
using machine learning to create a game where
artificial intelligence would be the opponent.
The proposed approach includes the main stage,
where reinforcement learning (Reinforcement
Learning) is used - one of the ways to interact,
in which the system learns, interacting with the
environment. The work is based on the principle
of “give-take, beat-run” and after each interac-
tion with the environment, receive either harm or
reward. The algorithm is trying to find as many
attempts to explore the various elements of the
world. To debug this type of algorithm, we need
environments with complex, but formal and lim-
ited rules. One of these environments is games.

» States: A state is a complete description
ofthe world in which not a single piece of infor-
mation characterizing this world has been omit-
ted. This can be a position, fixed or dynamic.
Typically, such states are written as arrays, ma-
trices, or higher order tensors.
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* Action: The action usually depends on
environmental conditions, and the agent will take
different actions in different environments. The
set of valid agent actions is recorded in a space
called an “action space”. As arule, the number of
actions in space, of course.

* Wednesday: This is the place where the
agent exists and interacts with. Different media
use different types of rewards, strategies, etc.

* Reward and win: It is necessary to con-
stantly monitor the reward function R when
training with reinforcements. It is crucial when
setting up an algorithm, optimizing it, and also
when you stop learning. It depends on the current
state of the world, the action just taken and the
next state of the world.

o Strategies: A strategy is the rule whereby
an agent chooses the next action. A set of strate-
gies is also referred to as an agent “brain”.

One episode of reinforcement training is
s0, a0, r0, si, al, r\, .., sn, an, rn (1)

Where si- the state ofthe medium at time ti,
ai - selected action
ri- the observed reward after applying the
action to the environment.
Then the full reward for the entire training
episode is
R=r0+rl +— +rn (2)

Where ri - the observed reward after apply-
ing the action to the medium at time ti.
The total future reward is presented as

Rt=rt+rt+ 1+ — +rn 3)

Where ri is the observed reward after apply-
ing the action to the medium at time ti.

The purpose of training in this task is to
build a strategy, the following, which always
chooses an action that maximizes the value ofthe
discounted future benefits.

Q-learning is a method used in artificial
intelligence with an agent approach. On the ba-
sis of the remuneration received from the envi-
ronment, the agent forms the utility function Q,
which later gives him the opportunity not to ac-
cidentally choose the strategy of behavior, but
to take into account the experience of the previ-
ous interaction with the environment. The agent
has some set of actions. The agent’s actions in-
fluence the environment, and the agent is able
to determine what state he is in at the moment
and receives this or that reward from the envi-
ronment for his actions. The task of the agent is
to find the best strategy. Formally, the simplest
model of learning with reinforcement consists of

» sets of states of the environment S

» action sets A

» sets of real scalar “wins”

In Q-learning, we define the function Q (s,

Agent

State. Reward

Action

Environment

Agent-environment interaction loop.

Figure 1- Agent-environment interaction loop
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a), denoting a future reward, when we perform
action a (action) in the state S [6]:

Q(st,at)=maxRt+i (4)

One example is the case of DeepMind, the
previous division of Google, whose developers
taught Al to play in the Quake 11l arena, as a per-
son does. For training, the system was used with
reinforcements.

The main contribution of the proposed ap-
proach is to apply this method of machine learn-
ing in order to show the potential of artificial
intelligence and the speed of learning in com-
parison with a person. To explain the proposed
approach in detail, the rest of the article was or-
ganized as follows.

25-5

Figure 2 - score ofthefirst steps while learning

RELATED WORKS

Although machine learning was first talked
about in the late 50s, this approach has remained
in the shadow of expert algorithms for almost
three decades. The fact is that machine learn-
ing is based on statistics and a probabilistic ap-
proach. In the framework of machine learning,
artificial intelligence does not get an accurate re-
sult, but only calculates the probability of a cor-
rect answer. Only when the probability is high
enough, makes a decision. This technology has
long been considered not reliable enough, but in

the 90s, the demand for this approach grew. Ma-
chine learning allows you to better predict results
and optimize losses than traditional algorithms.
The basis of technology is the use of statistical
methods for finding patterns and correlations in
databases, with the subsequent creation of fore-
casts. Currently, the use of machine learning
technologies in game development is divided
into two volume categories: machine learning in
the game process and machine learning [3] in the
game business.

MACHINE LEARNING IN THE

GAME PROCESS

Machine learning in the game process opti-
mizes the game based on its perception by a par-
ticular player and helps to solve various tasks.

This category also includes optimization of
rendering and physical models to improve the di-
alog system. The dialogues of the main character
with game characters become deeper, creating an
emotional connection between the player and the
game. To enhance this, you can provide a player
image system that is similar to the owners [1].

* Map / Level Creation: There are already
many examples where developers used ML to au-
tomatically generate everything from dungeons
to realistic terrain. Getting it right can provide
a game with endless replay, but this can be one
of the most difficult MLs to develop.l'eHepauu-
ATekcTypuwerigepos. Another area that attracts
the attention of ML is the generation of textures
and shaders. These technologies are supported
by advanced generative adversarial networks, or
GANs.

* Generation of models. There are sever-
al projects that can be implemented in this area,
which can greatly simplify the construction of
three-dimensional objects through improved
scanning and / or automatic generation. Imagine
that you have the opportunity to describe a sim-
ple model in text format and have ML create it
for you, for example, in real time, in a game or
another AR/ VR / MR application.

* Create audio accompaniment. The
ability to create sound effects or music on the
fly is already in use for other areas, not just for
games. However, just imagine that you have the
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opportunity to create your own soundtrack for
your game, designed by ML. For example, this
is not a problem. This may be a way to automat-
ically test levels.

« Artificial players. This includes many
applications from the players themselves using
ML to play the game on their own, for developers
using artificial players as improved test agents
or to attract players during low activity. If your
game is simple enough, this can also be a way to
automatically test levels[1].

« NPC or game artificial intelligence.
Currently, there are better models for model-
ing basic behavioral intelligence in the form of
Behavior Trees. Although it is unlikely that BT
or other similar patterns will disappear anytime
soon, imagine that you can simulate an NPC that
can actually behave unpredictably, but pretty
cool. This opens up all sorts of opportunities that
concern not only developers, but also players.

Figure 3- gaming experience in many ways

No matter how attractive the introduction
of machine learning in theory is, in practice it
is a very complicated and expensive process.
Most often, enterprises face the following dif-
ficulties:

The threshold to start working with machine
learning is high, because it requires a solid math-
ematical base, specific experience and knowl-
edge.
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Missing data for training. The lack of in-
formation necessary for learning [5] Al (in par-
ticular, structured) often becomes a wall against
which everything rests. No data - there is nothing
to train the car.

The need to create infrastructure. The entire
client-server package with all the costs associat-
ed with it is very resource-intensive.

Possible lack of profit. A game is a business
project, not a scientific study. Therefore, it must
be profitable for its developers. The machine can
also optimize everything so that the game is no
longer optimal from a business point of view.
Thus, human control must be maintained.

MACHINE LEARNING IN THE

GAMING BUSINESS

Machine learning in the gambling busi-
ness shows users the appropriate individual
advertising, creates prices for content in the
game, and so on. Example: the system studies
the influence of various game factors on the
main indicators from a business point of view
(retention, commitment) and independently
adapts them for an optimal approach. In oth-
er words, the system itself is set up to remain
profitable and not to lose the audience.

The business comes to understanding that
machine learning in games can be earned. More-
over, to earn not only by introducing him into the
game, but by teaching people how to play. Artifi-
cial intelligence and machine learning help opti-
mize the games themselves. Al can be configured
to play games, as a regular user does, which will
help to find places vulnerable to dishonest play-
ers, dishonest players themselves, as well as weak
points in the game level design. In the process of
passing various levels and “communication” with
other players, the Al will be able to identify play-
ers who behave strangely. In addition, Al is able
to test games, tracking and then simulating user
behavior in different situations. For example, a
player with a small amount of free time plays dif-
ferently than someone who is not limited in time.
With this data, the game independently adjusts to
differenttypes ofusers. As a result, everyone gets
a unique version ofthe game[4].
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PROPOSED APPROACH

In this article, we proposed machine learn-
ing in the game. The proposed approach consists
of the main stage, where reinforcement learning
will be used for artificial intelligence, which will
be an opponent in our gaming application.

Reinforcement training is a type of machine
learning in which an agent learns to act in the en-
vironment, performing actions and thereby gain-
ing insight, and then observes the results of his
actionsAgent and Environment play key roles in
the reinforcement-learning algorithm. The envi-
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Figure 4 - score after 800 steps oflearning

ronment is the world in which the Agent has to
survive. In addition, the Agent receives support-
ing signals from the Environment (reward): this
is a number that characterizes how good or bad
the current state of the world can be considered.
The goal of the Agent is to maximize the total
remuneration, the so-called “winnings”.

CONCLUSION

Summing up, it can be noted that today the
gaming industry is rapidly gaining momentum
and occupies an important place in the glob-
al market. Artificial intelligence in games is
not an ordinary program that consists of sim-
ple loops and arrays. Al in games should think
about and make the right decisions. Introducing
Al into games makes it much more interesting
and makes it harder. In this article was present-
ed machine learning model with reinforcement
(Reinforcement Learning), perfectly suited to the
development of games. The proposed approach
teaches artificial intelligence to compete with a
real player as they learn. The main advantage of
an Al over a person is that, unlike a person who
can succumb to emotions and make the wrong
decision, Al will learn every time and bring its
every step to perfection.
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