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Abstract: In recent years, sentiment analysis of e-mail messages or social media posts is becoming very
popular. It can help people define if they are reading something positive or negative. On the same time, there
are some services on the Internet that can help you find or create a new name. When processing the creation,
they check the name in other popular languages, so your name does not mean inappropriate things in other
languages. For this they bill for 25 thousand US dollars. If there are such services, then there is a demand. In
this study, sentiment analysis of e-mails was implemented with using StanfordNLP [1] lemmatizer and classic
machine learning algorithms as a classifier. It is applied to real e-mails from Russian speaking mailbox,
which means there are both English and Russian messages. Thus, language identification is also added as
preprocessing step. In this study only binary sentiment analysis was made, but it can be improved with adding
several emotions to be detected. Then another model generates Kazakh names using neural networks, where
all Kazakh names data has been collected through various websites. The sentiment analysis model gives 81%
accuracy and the joint use of two models allow us to generate new Kazakh names, which are checked with
Russian language if they mean something inappropriate. The result can be improved with checking with other
languages.

Key words: Natural language processing, sentiment analysis, Deep Learning, Artificial Intelligence,
Generate Names

DEEP LEARNING TEXHOJIOTUSICHIH MAHJAJIAHY APKBLIbBI
KA3AKIIA ATAYJIAPBIHBIH 'EHEPATOPBI

Anoamna: Coyzel Jcoli0apuvl 1eKMPOHObIK NOWMAHBIY XAOAPIAMALAPLIH Hemece dneyMemmiK ceniiep-
Oezi xabapramanrapovl maidday eme KapKvlHObl 6Cin Keledi. Byn adamoapaa icazblmobl Hemece JHeaSbIMCbl3
ManimemmepOi OKbIN JHCAMKAHOLIRbIH aHbIKmayea komexmecedi. Convimen kamap Humepnemme sicana amay
mabyza Hemece dcacayeda Komekmecemin Oipneute Kvizmemmep oap. Lllvizapmansl 6H0ey ke3inde onap backa
maHviMan minoepoezi amayovl mekcepedi, COHObIKMAH CI30iH amvlHbl3 6acka mintdepoeei KeneHcizoikmi Oi-
Oipmetioi. Byn ywin onap 25 moiy AKIL oonnapvin manan emeodi. Mynoail Kvizmemmepoiy 001ybl, CYPAHbIC
myowipaovl. Ocwi 3epmmeyde StanfordNLP [1] nemmamuzamopvl men KiacCUKANbIK MAUUHALAPObL OKbIIY
aneopummoOepin Kiaccupukamop peminoe Kapacmuipoin, 21eKmMpOoHObIK NOWMALIApObly NIKIpLepine JiCyiH-
0ix. On opvic mininoe counetmin nouwma Hcauicinoeei HaKmol 2NeKMpOHObIK XAMMapaa KON0AHbLIAOb, AHU
ASBLIUBIH JCaHe opblc mindepinde oe bap. Ocvizan opaii MindiK caukecmeHoIpy, conoau-ax anlobli ald oH-
dey Kadamvl peminoe Koculiaovl. 3epmmey 6apulcblHOa mek OUHAPAbIK KOHII-Kyliee manoay sHcacanovl, Oipak
OHbl aHbIKMayea Oipreute IMOYUALAP KOCuln caxcapmyaa 6onaovl. Cooan xetlin magvl 0ip MoOelb HeUpoH-
ObIK diceninepoi KONOaHa Omulpbln, KA3aKula amayiapobl JHcacatiovl, MYHOa ODapiviK Ka3aK amayiapsl mypaisl
Manimemmep apmypii ed-caummap apxwiavl scunanaowl. Cezim mandaywvi moodeni 81% 0andix bepedi sncone
eKi M0OenbOiy Oipicin NatloaIaHbLIYbl CIUKECCIZ0IK MAbIHAHBL OLIJIpce, OHOA OpbIC MINIMeH meKcepiiemin
JHCaHa Kazakuia amaynapovl wwvl2apy2a MYMKIHOIK Oepedi. Backa mindepmer canvicmulpa meKkcepeeHoe,
HOMUICECTH JCaKcapma anamol3.
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Tyitinoi co30ep: Tindepoi mabuzu mypoe oyoey, ce3im mandaybvl, mepeyoemin OKbiny, Hcacanovl UHMeLIeKn,
ecimoep Kypy

I'EHEPATOP KA3ZAXCKHUX UMEH C UCITIOJIB3OBAHUEM DEEP LEARNING

Annomauus: B nocneonue 200bl ananu3 HACmMpoeHull coodweHull 31eKmpOHHOU ROUMbl UlU COOOWeHUll 8
COYUATLHBIX CEMAX CIMAHOBUMCS O4eHb NONYIAPHBIM. MO MOHCEm NOMOUL TH0O0SM ONPedeumy, YUMaiom Ju
OHU UO-TO NOLOANCUTENbHOE UNU ompuyamenvhoe. B mo sce epems 6 Humepneme ecmv HeCKOTbKO CY#cO,
KOMopble MO2ym NOoMOYb 8aM HAUMU Uiu co30amv Hosoe ums. Ilpu obpabomxe co30anus OHU NPOGEPIOM
UM HA OpY2UX NONYIAPHBIX SA3bIKAX, HOIMOMY 8aule UM He 03HAYAem HeYMEeCHble 6ely Ha OPYeUX S3bIKAX.
3a smo onu evicmasasiiom cuem na 25 moicsiy oonnapos CILUA. Ecau ecmv maxue ycnyeu, mo ecms cnpoc. B
9MOM UCcIe008anuu Obll NPOGedeH AHANU3 HACMPOCHUL dNEKMPOHHOU NOUMbL C UCNONb30BANHUEM JIeMMAMU-
samopa StanfordNLP [1] u kraccuueckux aneopummos MauuHno20 00yueHus 6 Kaiecmee Kiaccugpurkamopa.
OH npumeHsemcst K peanbHbiM /1eKMPOHHLIM NUCLMAM U3 PYCCKOSI3BIUHO20 NOUMOBO20 AWUKA, YMO O3HAYA-
em Hanuydue Kaxk aHeIuicKux, max u pycckux coooujenuil. Takum obpazom, uoenmupurayus sa3vika maxice
dobasnsiemcs 8 Kauecmee wided npedsapumenbHou oopabomxu. B smom ucciedosanuu vl npogedeH moibKko
ananu3 OUHAPHBLIX HACMPOEHULL, HO €20 MOJCHO VIVHUUMb, 000A8UE HECKOILKO OOHAPYICUBACMBIX IMOYUI.
3amem Opyeas modensv cenepupyem KazaxcKue uMend, UCNonb3ys HeUpoHHble cemu, 20e 6ce Ka3axcKue ume-
Ha OvLIU cobpanvl uepes paznuunvle eb-catimul. Moodenv ananusza nacmpoenuti oaem mounocms 81%, a co-
6MeCmHOe UCNONb308AHUe O8YX MoOelell NO360NAEH HAM 2eHepUpo8ams HOble KA3aXCKue UMeHd, Komopble
NPOGEPAIOMCS HA PYCCKOM S3bIKe, eCIU OHU 03HAYAOM Ymo-mo neymecmuoe. Pesynomam moocem 6vimo yayu-
wieH nymem npoeepKu ¢ OpyeUMU A3bIKAMU.

Knrwouesvie cnosa: obpabomxa ecmecmeeHH020 53b1Kd, AHANU3 HACMPOEHUH, 21y00Koe 0byUeHue, UCKYCCMBEeH-

HbLU UHmMeEINIEeKm, ceHepayusl UMer

Introduction

Sentiment analysis is also called polarity
detection, when the objective is to define if
the text is positive or negative. It comprises of
data collection, language identification, part-
of-speech (POS) tagging led to stemming or
lemmatization and polarity or emotions detection
steps. And for each of them there are a lot of
different approaches and algorithms. Basically,
creating a new approach in any of these steps is
a contribution to Natural Language Processing
(NLP). Or its application to a new area.

Mostly, NLP tasks are solved using deep
learning methods. Deep learning is a subset of
machine learning, which, in turn, is a subset of
artificial intelligence (AI). Artificial intelligence
is a method that allows a machine to simulate
human behavior. Machine learning is a method
of applying Al using algorithms, trained on data.
And finally, deep learning is a type of machine
learning based on the structure of the human
brain in terms of deep learning on artificial
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neural networks. Nowadays, deep learning
uses many areas, for example, with the support
of customers, they begin to replace people, in
practice, you don’t even know who is talking to
you in the medical care they use to get the most
accurate result, because the computer is trained
with a lot of data.

The aim is to create an approach in names
generator, as well as build Kazakh names dataset
by collecting from different resources like
books, websites, forums and so on, which will
contain only Kazakh names. The objectives are
to make a research in terms of related works and
methods in names generation, create a robust
and effective algorithm based on sequence
models and then check the names with sentiment
analysis. Reviewing results of testing accuracy
on sentiment and generation of names are also
the part of results discussion.

The idea of creating a name generator arose
from two things: an opportunity to make an
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impact on development of NLP application on
Kazakh language and the creation of the service
based on deep learning algorithms to be described
in this paper. Selecting or creating a new name is
presented as a web-service, and there are some
of them already available to generate names in
Kazakh. From early childhood throughout our
lives, we have not heard a single word as often
as our own name. This can motivate people to
use such services, as well as generating business
names.

The objectives of this study were to create
an approach in sentiment analysis for e-mail
messages within working communication, which
gives quite good results in terms of accuracy.
And then test the trained model on the generated
Kazakh names.

Dataset

Dataset for sentiment analysis part was
parsed from outlook, messages were cropped
due to delete previous conversation which can
influence on algorithm. Also, all additional
information as signature, sender name was
removed from the dataset. It was only 100 mails,
while getting more data could improve the
accuracy of sentiment analysis.

Data for Kazakh names generation was
collected from several websites [2-5]

Literature review

During the study, papers describing the
approaches in sentiment analysis with different
application were reviewed.

The first question to be answered was - what
if a system making sentiment analysis already
exists. There is no work related to sentiment
analysis in Russian specifically, but in paper
“SentiCorr: Multilingual Sentiment Analysis
of Personal Correspondence” [6] a multilingual
sentiment analysis system called SentiCorr was
presented. It is based on four-stage approach
- language identification using Graph-based
approach for Language Identification (LIGA)
algorithm for short texts, POS tagging using
TreeTagger, subjectivity detection  using
AdaBoost and polarity detection using Rule-
Based algorithm to create an Emissive Model on

patterns. They also developed an Outlook plug-
in allowing people to test the system. In the paper
a classification was implemented into objective,
negative and positive.

Also, the question of bipolarity or multi-
polarity of messages is important too. In the
paper above analysis was made on phrases level
thus messages could be bipolar. It could be a
good point to check in this study.

A paper “A psychological based analysis
of marketing email subject lines” [7] applies a
similar approach for creating 40 tips to help you
get an ideal e-mail subject. It provided emotional
analysis, subjectivity analysis and sentiment
analysis of real e-mails and got insights from each
e-mail’s labels in terms of attention, impression
or interest it caused.

A paper “Sentiment Analysis for Automated
Email Response System” [8] used messages
between students and teacher to provide a
comparative analysis on sentiment analysis
classifier. According to it, RNN achieved the
most accuracy on the dataset, and was used in
auto-response system. In our study, we also can
provide a comparison of different algorithms to
define the most suitable for the data.

There are not so much algorithms, which
support POS-tagging for Russian language.
StanfordNLP algorithmused inthisstudy was also
described in the paper “Universal Dependency
Parsing from Scratch”. It is recurrental neural
network-based algorithm, which can lemmatize
in more than 50 languages. Also, there is no
sentiment analysis related paper using smileys as
a part of sentences and parentheses were used in
this study as an additional indicator of message
sentiment.

There are no Kazakh name generator
works, which describe the proposed algorithm
and methods. One of the latest updated papers
is  “Generating Thematic Chinese Poetry
using Conditional Variational Autoencoders
with Hybrid Decoders” [2]. The presented

methodologies  of utilizing  grouping-to-
arrangement models  with  consideration
frequently  produce non-topical  sonnets.

They present a novel restrictive variational
autoencoder with a half and half decoder adding
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the deconvolutional neural systems to the general
intermittent neural systems to completely learn
theme data by means of inactive factors. This
methodology fundamentally improves the
importance of the created sonnets by speaking
to each line of the sonnet in a setting touchy
way as well as in a comprehensive manner
that is exceptionally identified with the given
watchword and the educated theme. A proposed
enlarged word2vec model further improves the
musicality and evenness. Tests show that the
created sonnets by the methodology described in
the paper are generally fulfilling with directed
guidelines and reliable subjects, and 73.42% of
them get an Overall score no under 3 (the most
elevated score is 5). In this study we will use
sentiment analysis to estimate the quality of
generated text.

One of the companies in Ukraine called
KOLORO - Brand Design [10] in their blog had
written how their branding process works. They
come to a decision that helping the name of
your children is like branding, the name should
mean something, somehow related to parents’
past, cultural values, your wishes, sounds good,
doesn’t mean anything bad in other languages
and even uses statistics with a forecast. They also
write interesting articles like how to not name
children. The whole process looks like creating a
name, checking uniqueness, comparing it in any
language and making sure that it’s not profanity
or insult at the end lawyers check that name
excludes the possibility of coincidence with the
registered trademark. Also, they mentioned that
in Switzerland this service costs $28000.

It is shown that in the similar works authors
present the model to generate text and evaluate
it comparing with some benchmark and in this
study the result of generation will be checked with
sentiment analysis in Russian language, whether
the name can mean something inappropriate.

Methods and materials

The pipeline used in this study for sentiment
analysis is as following: to apply language
identification first (to know which corpora to
use) using langdetect library[1l], removing
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punctuation using TextBlob [12] and stop-
words using nltk [13] library, lemmatization
using StanfordNLP algorithm[1], tokenization
using CountVectorizer and TF-IDF as described
here “Twitter Sentiment Analysis using NLTK,
Python” [14] and applying LogisticRegression
classifier. Parentheses with spaces prior were not
considered as stop-words since it can be used as
additional emotional indicator.

According to “Why do Russians use
parentheses instead of smileys?” [I15] in
Russian written communication parentheses are
commonly used for emotions expression, and
detection of emotions from smileys is also an
advantage of this study.

Sentiment analysis in this study consists of:

1) Tokenizing a message using TextBlob
library [12]. It has words function, which
tokenizes text into words with default tokenizer
function. But it is also available to use any nltk
tokenizers as custom tokenizer, which suits your
needs. Thus, TweetTokenizer from nltk was
used, since it defines parentheses as smileys, and
it could help in analysis of russian text.

2) After forming a word sequence, we remove
stop-words using standard corpus from nltk
library. But as a preprocessing step Langdetect is
used to define English messages, which will be
processed with English stop-words, and for other
e-mails we use Russian stop-words.

3) Lemmatization is realized using
StanfordNLP library with English corpora
applied to English messages, and Russian one for
Russian messages.

4) Apply CountVectorizer to get a matrix
representing all the words in the document. It is
shown below in Fig. I:

5) To count TF-IDF weights for each token,
which will be used as an input vector for the
classifier:

* Tf(d,t) (Term frequency) is defined as the
number of occurrence of the term t in document
d

 Idf(t) (Inverse document of frequency) is
defined as log(D/t), where D: Total number of
documents and t: Number of documents with the
term.
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train_X

‘This is good’,

‘This is bad’

‘This is awesome’

Fit

¥

[ CountVectorizer ]

word_index

{'this":0,

'is"1,
‘good’:2,
‘bad’:3,
‘awesome’:4}

Features
This is good bad awesome
1 1 1 0 0
1 1 0 1 0
1 1 0 0 1

Figure 1. CountVectorizer sparse matrix demonstration

What Tf-1df transformer does is returns the
product of Tf and Idf which is the Tf-Idf weight
of the term.

6) To apply StandardScaler [16], which
standardizes features by removing the mean and
scaling to unit variance. The standard score of
a sample x is calculated as: z = (x - u)/s where u
is the mean of the training samples and s is the
standard deviation of the training samples.

7) To apply LogisticRegression as a classifier,
since it is the most common algorithm for binary
tasks.

The model for names generation is one-
layer LSTM with preprocessing which includes
norming the name and one-hot encoding with
Kazakh alphabet. It is also added with dropout
with given probability 0.1 to avoid overfitting. It
includes the steps:

* Preparation — helper function to get random
pairs of (category, line). The category here is
just a one-hot vector, just like the vector input.
For each timestep (that is, for each letter in a
preparation word) the contributions of the system
will be (class, current letter, shrouded state) and
the yields will be (next letter, next concealed
state). So, for each preparation set, we'll need
the classification, a lot of info letters, and a lot
of yield/target letters. Since we are foreseeing
the following letter from the present letter for
each timestep, the letter sets are gatherings of
back to back letters from the line - for example
for "ABCD<EOS>" we would make ("A",

"B"), ("B", "C"), ("C", "D"), ("D", "EOS"). The
classification tensor is a one-hot tensor of size
<l x n_categories>. When preparing we feed
it to the system at each timestep - this is a plan
decision, it could have been incorporated as
a major aspect of starting a concealed state or
some other procedure.

* Training the network - we are making a
forecast at each progression, so we are computing
loss at each progression. The advantages of
autograd permits you to just entirely ignore these
losses at each progression and make a back-
propagation. Preparing is the same old thing
- consider training a lot of times and hold up a
couple of moments, printing the present time
and loss each print_every iteration, and keeping
a store of a normal loss for every plot every
iteration in all losses for plotting later.

» Sampling the network - to test we give the
system a letter and ask what the following one
is, feed that in as the following letter, and rehash
until the EOS token.

Data and results

First, we implemented a neural network for
generating names in Kazakh. So, after running
the learning process for 200000 iterations, it
shows good results. Figure 1 shows the training
loss converging to the value close to zero, which
means that training was successful and finally
loss (which is Cross Entropy Loss in this study)
is low enough.
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Figure 2. Training loss of Kazakh Names Neural Network

Then we generate some number of names.
For example, as an input, we have entered the
name in the Kazakh language, which generates
pretty good names starting from each letter in
the name (Figure 2). For the future, we can label
each name by category for man or woman’s name
or it is unisex.

C - Caumpa

A - AxpH

H - Hyprabau
XK - XKanap
A - Awman

P - Pampa

Figure 3. Result of generated name based on input “CAHKAP”

The sentiment analysis model was trained on
real outlook data and then it was tested and gave
81% accuracy achieved on validation set, which
can be increased with using other non-linear
classification algorithms. Also, it can give better
result with more data, which must be manually
labeled or adding some cross-validation for
parameters. In Fig. 2 here are classification
report [17], confusion matrix [18] and accuracy
for validation set.

precision  recall fl-score support
8 0.03 8.84 8.88 44
1 0.42 8.62 9.58
nicro avg 2.81 e.81 8.81 52

nacro avg 0.67 @73 8.69 52
weighted avg 0.85 0.8l 8.8 52

[[37 7]

[3 5]
0.8976923076923877
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The validation set was also formed from
e-mail messages. In comparison with other
related works, it seems a similar result, since in
[8] it was achieved from 81.5% to 87% accuracy
depending on model for sentiment analysis
with using 40 000 samples from open datasets
in English. But using 10 000 it gives only
approximately 50% accuracy.

And after adding our generated names to the
sentences and defining its sentiments, we have a
system, which is able to check generated names
whether it means anything inappropriate.

Conclusion

We have created a system, which generates
Kazakh names and we have implemented
sentiment analysis of mostly Russian e-mails
with using of StanfordNLP lemmatizer and
Logistic Regression as a classifier. It is applied
to real e-mails from the mailbox, and to the
sentences including the generated names. In
this study only binary sentiment analysis was
made, but it can be improved with adding several
emotions to be detected. It gave 81% on validation
set but can be improved with adding more data.
Also, custom tokenizer can be used for splitting
text to words, with adding all specifications of
Russian e-mail text or abbreviations specific
for e-mail communication. The system can
generate new name for you in Kazakh and then
check if it means anything in Russian, which can
have bad sentiment. In future, it can be added
with checking within other languages, so that
generated name will be appropriate to use.
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