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Abstract: Convolutional neural networks have revolutionized computer vision and pattern recognition.
They are used to recognize speech, generate various images, process audio signals, process time series, and
analyze the meaning of texts. An increasingly complex and deep architecture of neural networks is being
developed, along with the undoubted advantages of the common problems of this approach, there are some
disadvantages. One of them is the hidden internal principle of the neural network. A properly trained network
does not provide researchers with information about identified data dependencies and the structure of the
problem. A trained neural network is a set of weight matrices. From this point of view, neural networks are
only a tool for solving a specific machine learning problem, but they do not provide experts with analytical
information to study the problem. As has long been known, the principle of neural network operation was
taken from the principle of neurons in our brain. Inside the brain, we learned to look through ultrasound,
PET, MRI and fMRI. And for convolutional neural networks, such indicators as accuracy, precision and heat
maps will be used for visualization. The purpose of the work is to find out the effect of a training dataset on the
accuracy of a neural network. And how much data will significantly change the stability of the neural network.
First of all, they were selected by hyperparameters: learning speed, batch size and number of eras, as well as
image size. Then a series of trainings were carried out using the original data, and only then were the images
that had been pre-processed added. As the results of the work showed, the dataset, which contains about 15%
of the pre-processed data, has a positive effect on the accuracy of the model. When using more data, there was
no significant increase in accuracy.
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KAK UBMEHEHUS B BA3E JIAHHBIX BJIMAIOT HA
TOYHOCTD KITACCUDPUKATOPA

Annomayusa: Ceepmoynvie HeUpOHHbIE CeMU NPOU3BETU PEGONIOYUIO 8 KOMNLIOMEPHOM 3PEHUU U PACNO3HA-
saHuu 06pazos. Mx ucnonvzyrom 0 pacno3HaABaHUs pedl, 2eHEPUPOBAHUS PATUYHBIX 00paA308, 0bpabomKu
ayouocueHanos, 06pabomKu 8pemMeHHbIX P08, 0Jisi AHAIU3A cMbleia mekemos. Paspabameisaemces ece bonee
CILOJICHAS U 2TYOOKAsL APXUMEKNYPA HEUPOHHBIX cemell, Hapsidy ¢ HeCOMHEHHbIMU NPEeUMyujecmeamu oouux
npobaeM 3mo2o nooxooa cyujecmeayiom nexue Heoocmamiu. OOHUM U3 HUX 8bICMYNAEN CKPLIMbIL 6HYMPEHHUL
npuHyun uetiponnou cemu. IlpagunvHo obyueHHas cemv He NPeOOCmasisiem Uccied08amenim UHGopMayuo
0 BbIAGNEHHBIX 3A6UCUMOCTAX OAHHBIX U cmpyKmype npoonemvl. QOyYeHHass HeUPOHHAS cemb NPeoCcmagisnem
coboii Habop eecosvix mampuy. C 3moil MOuKlY 3peHuUsl HeUpPOHHbIE cemu AGNAIOMCS UMb UHCTNPYMEHMOM
07151 pelleHust KOHKPemHoU npobieMbl MAWUHHO20 00YYeHUsl, HO OHU He NPedoCmasasom SKCHepmam aHalu-
mMu4eckyro uHgopmayuro 01 uzyieHus npoonemvl. Kax 0agno uzeecmuo, npunyun pabomol HeUPoOHHOU cemu
ObLI 635M U3 NPUHYUNA PAOOMbL HEUPOHO8 6 HaweM Mo32y. BHympb mosea mvl Hayuuiucey 3a2ni0uléams no-
cpeocmeom Y3U, [19T, MPT u ¢pMPT. A ons céepmounvlx HEUpOHHBIX cemeti OYOym UCNOIb308ATNLCS MAKUe
noKazamenu Kax moyHOCmb U 0I5l 6U3YAIU3AYUL mennogvie kapmol. Llens pabomul — ebisicHumy eausHue mpe-
HUPOBOYHO2O OAMAacema Ha MOYHOCMb HEUPOHHOU Cemil, U KAKoe KOMUYeCmE0 OAHHbIX 8 3HAYUMENbHOU Ce-
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NeHU UBMEHUmM YCMoUu4UueoCmy HeUpoOHHOU cemu. B nepeyro ouepeds 6vLiu nodobpansl cunepnapamempamu:
CKOpOCb 0OVUeHUsl, pazmep RApmull i KOIUYecmao dnox, a makoice pasmep usoopaxjceruil. 3amem 6wiau npo-
8e0eHbl P10 MPEHUPOBOK C UCNONbI0BAHUEM OPUSUHATILHBIX OAHHBIX U TUULL NOMOM Q006U U300PANCEHUS,
Komopwle npouiiu npedobpabomxy. Kax nokazanu pesynomamol pabomul damacen, 8 KOMOPOM COOEPAHCUMCS
npumepno 15% npedobpabomannsix OAHHBIX, NOTOACUMETLHO CKA3LIGAEMCA HA MmouHocmu Mooenu. Ilpu uc-
NONb308aHUU OONBULIE2O KOTUHECTNBA OAHHBIX He OblIO0 BbISAGIEHO 3HAUUMENbHO20 Y8eIUYEeHUsl MOYHOCU

Knrwouesvie cnosa: ceéepmounas Heuponnas cems, 2nyboxoe odyueHue, Kiaccugurayus, OanHvle, moyHoCms
MOJIMETTEPIAEI'T O3I'EPICTEP KIACCU®PUKATOPABIH ADJIAITI'THE 9CEP ETVYI

Anoamna: Tonxepineen HetlpoHObIK Jceniniep KOMNbIOMEPLK KOpY JcaHe YA2iHi many meHKepiciH dHcacaouvl.
Onap cetineydi mamyea, apmypai betinenep scacayad, 0blObICMbIK CUSHALOAPObL OHOEY2e, YaKbIm KAamapilapblH
enoeyee JicaHe MIMIHOEPOiH MARBIHACLIH MAN0AY2a KOIOAHbLIAObl. Hellponouvlk dceninepdiy bapean cailbi
Kypoeli JicaHe mepeH apXumexmypacsl 0amblmuliyod, CON CUSKMbL OYil MACIIOiY HCalnbl NpoodLemManapbl-
HbIH apmblKUbLLILIKIMAPLL MeH Kemulinikmepi de kesoecedi. Onapoviy 0ipi — HeUpoHObIK JHCENIHIY HCACHIPbIH
iwKi Kazuoacwl. /[ypvic oaublHOai2an dceli 3epmmeyuinepee depekmepee mayeioiiik mypaivl JHCoHe Mace-
JIeHIH KYPbLIbIMbL dicativiioa aknapam depmetioi. OKblmbvliean HeUpOHObIK HCelli — CaImMar MampuyaiapbiHbly
arcubiHmuievl. Ocbl MypevlOaH an2anoa, HeupoHObIK JHceliiep — MAUHAMeH OKbinyovly beneini Oip macenecin
wewyoiy Kypanel, Oipax onap maceneni 3epmmey Yuin capanuvliapea aHaiumukanisly aknapam oepmeuo.
Hetiporowix drceninin sorcymoic icmey npuHyuni 6i30iy MUbIMbl30a2bl HEUPOHOAP NPUHYUNIHEH AbIHObL. Muobiy
iwine ocwl ynompaoviovicmuix, [19T, MPT oscone pMPH apxwinwt kapayowl yiupeHOiK. Al KOH8YIbCUANBIK Hell-
POHOBIK Jiceninep Yulin GU3yanu3ayus yuin 0a10iK HCoHe HCbLLY Kapmanapvl CUAKMbl KOpcemxiumep Konoa-
HbLIAObL. JKYMbICIbIY MAKCAMbl — OKbINY MAAIMEMMEPIHIY HEeUPOHObIK JHCeNiHiY 0al0iciHe dcepin AHbIKMAY.
An xanwa 0epexmep HeUpOHObIK JHCeliHiY MYPAKMBLIbIELIH aumapivikmail e3eepmedi. Ey anovimen, onapoa
eunepnapamempiep mayoanobl: OKY AColI0aAMObIbl, NAKEMMIK MOIUeEPi JCIHe 0Vipiep CaHbvl, COHbIMEH Ka-
map xeckin onuemi. Cooan Kelin b6acmankvl Manimemmep KomeziMeHn Oipkamap scammolaynap emxizinoi,
COCHIH 02aH ANObIH aNd OHOEN2eH Cypemmep KOCbliobl. Kymbicmbly Hamudicenepi KopcemrkeHoel, arobli ana
enoeneen manimemmepoiy wiamamen 15%-0an mypamoin manimemmep 6a3acvl MOOeibOiy HAKMbLIBIELIHA O
acep emedi. Kocvimwa depexmepdi navidanranzan kezoe 0210ikme aumapivlkmati 6cy 0aukaimaobl.

Tyiiinoi co30ep: Konsonoyusnvlk JcytiKe jHcylieci, meper OKbinty, Jdcikmey, Manimemmep 6a3acel, 0210i2i

I. Introduction

At the moment, convolutional neural the model. Also, the advent of large image

networks and its modifications are considered
the best algorithms for finding objects on the
scene in terms of accuracy and speed. Since
2012, neural networks have been at the forefront
of ImageNet's renowned international pattern
recognition competition. First of all neural
networks won this competition and then they
captured more and more computer vision tasks
and showed that neural networks work much
better than traditional approaches.

With the advent of GPU and TPU[1], it
became possible to spend less time for training
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databases has made it possible to train neural
networks with many hidden layers. So in this
regard, the amount of data growing every year is
an advantage.

We understood that as more hidden layers
as more difficult problems can be solved by
neural network. Signals from these input
layers are transmitted from layer to layer using
synapses, each of the layers has its own specific
coefficients. The internal principle of the neural
network is hidden from us. It must be recognized
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that we have a problem with the interpretation of
the models [2].

For human looking at picture and say what it
is a cat is a simple task. Human brains have been
trained in this for a thousand years. And each
person can describe and guess about the plot
of the image through accumulated experience.
However, until 2010, for machine, this was
an incredibly difficult task. Human vision
is not fooled by small changes in the image,
and interference such as blur, snow, changing
the shape of an object, poor image quality or
abstraction, styles is not a problem[9]. It is added
to this that often individuals, like the same cat
tend to take completely different poses. Also it
can be hidden partially by surrounding objects.

We needed to do this in some geometric way,
describe the object, describe the relationship of
the object, how these parts can relate to each
other, then find this image on the object, compare
them and get what we recognized poorly. Usually
it was a little better than tossing a coin.

II. Classification

Classification of images is a task where
you need to decompose images into several
categories. For example, a binary classification,
when it is necessary to decide into which two
classes pictures belong or it is necessary to
expanded pictures into many categories, for
example, determine cars and airplanes. For
example, ImageNet contains 10 million images
from the Internet. Pictures are quite complex,
varied, and they are manually marked out for
belonging to a particular class.

It should be noted that there are errors and
controversial cases in the database. For example,
this picture is marked as “helicopter”, and if you
answer that the picture is car, then it will be wrong.
Classification competitions are periodically held
on this ImageNet [3],[8] base, and a million
pictures from this database participate in the
classification task. It is necessary for each picture
from this million to answer the question to which
of the thousand classes it belongs. And you can
give more than one answer, and if the top five is
the correct answer, then it is considered that we
answered correctly.

Classification algorithms

Many classification algorithms are currently
available, but it will be difficult to say which
one is superior to the other. It all depends on
the application and the type and complexity of
the data that is available. For example, if classes
are linearly separable, linear classifiers, such as
logistic regression, Fisher linear discriminant
can be many times better, faster than complex
models, but could be an opposite.

The decision tree builds classification or
regression models in the form of a tree structure.
It uses an if-then rule set that is mutually
exclusive and exhaustive for classification. In
the end, questions that are forked in a tree may
seem strange, but this method has proven to be
effective. For example, in banking, when you
need to make a decision to give a person a loan.

The tree is built in a descending, recursive
“divide and conquer” way. All attributes must be
categorical. Otherwise, they must be sampled in
advance. Attributes at the top of the tree have a
greater impact on classification and are identified
using the concept of obtaining information.

An overloaded model can show impressive
results on training data, but in practice fail. This
can be avoided by pre-pruning, which stops the
construction of the tree at an early stage, or by
pruning, which removes the branches from a
fully grown tree.

Naive Bayesian method is a probabilistic
classifier based on the Bayes theorem under
the simple assumption that the attributes are
conditionally independent.

Classification is carried out by deriving the
maximum posterior value.

The naive Bayesian algorithm is very simple
to implement, and in most cases good results
are obtained. It can be easily scaled for large
datasets, since it requires linear time rather than
the expensive iterative approximation used for
many other types of classifiers.

Naive Bayes may suffer from a problem
called the zero-probability problem. When the
conditional probability is zero for a particular
attribute, it cannot give a reliable forecast.

An example is the first spam filters in your
mail. There was a conditional dictionary where
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the most common words used in advertising
mailings were put together. But he quickly
learned to deceive by adding the words of their
"good list" to the end of the letter.

k-Nearest Neighbor is a learning algorithm
that stores all instances corresponding to training
data points in n-dimensional space. When
unknown discrete data is received, it analyzes
the closest k stored instances (nearest neighbors)
and returns the most common class as a forecast,
and for data with real values, returns the average
value of k nearest neighbors.

In the distance-weighted nearest neighbors
algorithm, it weighs the contribution of each of
the k neighbors according to their distance using
the following query, which gives more weight
to the nearest neighbors. The algorithm gets
significantly slower as the number of examples,
predictors and independent variables increase.

An artificial neural network is a set of
connected input/output blocks, where each
connection has a weight associated with it, which
was started by psychologists and neuroscientists
to develop and test computational analogues of
neurons.

Many network architectures are currently
available, such as direct communication,
convolutional, recurrent, etc. The corresponding
architecture depends on the application of the
model. In most cases, direct link models give
fairly accurate results.

However, when there are many hidden layers,
training and adjusting weights takes a lot of time.
Another disadvantage is the poor interpretability
of the model compared to other models.

The algorithm gets significantly slower
as the number of examples and/or predictors/
independent variables increase.

Data preparation

To implement the body classification was
selected following software:

1. Python programming language, which
created many libraries for work with data and
neural networks;

2. “Keras” library, which allows you to
implement CNN using TensorFlow at a higher
software level.
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Labeled Faces in the Wild [4] was used as the
training dataset. Plus manually annotated data
which were prepared with tool named labellmg
[5]. A python library imgaug [6] was used for
augmentation [10].

List of applied addition sequence which
apply in random order:

1.Horizontal flips.

To make some images brighter and some
darker which can end up changing the color of
the images.

2. gaussian blur (sigma between 0 and 2.0).

3. average/uniform blur (blur image using
local means with kernel sizes between 2 and 3).

4. median blur (blur image using local
medians with kernel sizes between 3 and 5).

5. Affine transformations:

- translate by -20 to +20 relative to height/
width (per axis)

- rotate by -10 to +10 degrees

- shear by -16 to +16 degrees

- order: use nearest neighbour or bilinear
interpolation (fast)

VGGFace2 [7] was used as a test set. Image
size (70,70). Different sizes of margins were used
to make the dataset more variable.

Initially, training was carried out and the
hyper parameters (learning rate, batch size,
epoch) were changed. Then, reaching maximum
accuracy = 0.988 with the parameters: batch
size=128, EPOCHS = 50. Training was held
where the dataset changed. At first, where there
were 15% of the images were augmented then
30% and 50%. Also, the quality and type of
transformation has been changed.

Results

The first step is to look at the test set and
analyze. We need to understand the features that
we would like to highlight for the neural network
in the training dataset, whether it was trained or
not. This we will do with the help of the heat
map.

In Figure 11 we see the processed results
that belong to the model that was trained on
the “clean” dataset. That is, as the redder the
area, as clearer we understand that this is why
the neural network considered that the image is



OUBNKO-MATEMATUYECKHUE U TEXHUYECKHUE HAYKH

Figure 11 — Trained model results

human. Since the main signs for us are the head
and shoulders, the head dominates the faces here,
which is good. We will compare the last layers.
But for the shoulders to come in as the main
feature, we should supplement the dataset.

A large amount of reasoned data may not
entirely positively affect the finding of the main
features of the object. So the model where 50%
of the reasoned data was used has a tendency to
expand the red area. If we compare the number
of images that are actually false positive. It can
be said that their number has decreased, but still
finds people where they are not. From this may
follow: it is necessary to supplement the negative
class with similar images.

I1I1. Conclusion and Future of Threat

Intelligence

In general, the hypothesis was confirmed by
adding artificially created data to the dataset that
has a good effect on the model. This gives her
variability and gives a small boost in numbers.
But since we live in a world where good and
annotated data can be transferred to man’s hours
and accordingly to money, it’s not bad to have
tools that will help in training the next model.
Now, to the amount of this data, we see that you
should not get carried away and make half of your
training sample augmented, enough is 10-15%.

For future work it is planned to try the
following enhancements:

1. Add data and also take open datasets.

2. Conduct tests with more diverse data

augmentation.
3. Experiment with neural network
architecture.
Table 1 — Results
Precision Recall
Model without augmented data 0.97 0.94
15% augmented data 0.98 0.98
30% augmented data 0.94 0.99
50% augmented data 0.96 0.98
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