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Abstract: Since the first releases of intercommunication models between end-devices, like ring topology, the
whole picture of now days network infrastructure was changed unrecognizably. Modern systems of networking
consist of many complex intermediate modules like switches, routers, firewalls, hubs etc. and the main goal
of these inventions was to provide more reliable and scalable ground for communication (Quality of Service).
Meanwhile, rapid growth of traffic on the Internet forced network engineers and software reliability engineers
to pay more attention on the optimization of data flow from both sides, developing network-oriented software
and application-oriented network. To apply effective solutions on these tasks, engineers need to research
specifics of the current network state. The more whole system evolves, more data about network traffic we
gain, and now it helps us to make optimization and tuning of intermediate devices, rather than just scaling
it up with more bare hardware. Which protocols are used the most? What types of applications loads the
network bandwidth the most? and etc. Classification of packets can help resolve the answers, and there are
different approaches to achieve this. In this study, I tried to explore already known tools and methods that can
be applied to solve such tasks.

Key words: application identification, traffic characterization, advanced network management, convolutional
Neural Networks, network traffic classification

METOAbI U THCTPYMEHTBI JJIAA KNIACCUOPUKALINU CETEBOI'O TPAOUKA

Annomayusn: Co epemenu nepavix 6binycko8 Mooenell 63aumMo0etcmaus Mexcoy KOHeUHbLMU YCMpPOoUCmeamu,
MAKUX KaK KoIbyesdsi MONoiocUs, 6Cs KAPMUHA COBPEMEHHOU Cemegoll UHPPACmMpyKmypbl UsMEeHUIACL 00
neysnasaemocmu. Cogpemennvle cemesvie CUCHEMbl COCIMOSM U3 MHOINCECMBA CIONCHBIX NPOMENHCYINOUHBIX
MOoOynell, MaKux KaKk KOMMYmMamopbsl, MApupymu3amopbsl, Opanomayspul, KOHyeHmpamopwvl u m.o. M enaenas
yenb IMux uU300pemenull 3aKI4alacy 8 mom, Ymoosvl obecneuums 6oiee HAOEICHYIO U MACUMAOUPYemyo
OCHO8Y 07151 cés3U (Kayecmgo obcnycueanus). Tem epemenem, cmpemumenbuvlil pocm mpaguka 6 uxnmep-
Heme 3acmaguil CemeBbiX UHICEHEPOB U UHICEHEPO8 NO HAOEHCHOCHU NPOZPAMMHO20 06ecneyenus Yoeams
OonbUe BHUMAHUS ONMUMUZAYUL NOMOKA OAHHBIX C 00eUX CMOPOH, pa3pabamvléds KaK cemegoe npoepamm-
Hoe obecneuenue, Max u cembv, OPUEHMUPOBAHHYIO 0I5l NPUKIAAOHbIX npocpamm. /s npumeHnenus s¢pexmus-
HbIX peuenutl Smux 3a0ay UHHCEHEePAM He0OX00UMO UCCTed08amb CReYUDUKY MeKYUe20 COCMOSHUsL Cemu.
Yem bonvue pazsusaemcs 6cs cucmema, mem OobuLe OAHHBIX O Cemesom mpaghuke Mbl NOLYHAEM, U Menepb
MO nomozaem HAM NPOU3BOOUNMb ONMUMUZAYUIO U HACTPOUKY NPOMENCYMOUHBIX YCMPOUCME, d He NPOCmOo
mMacumabuposams ux ¢ NOMowbIo OOIbLULE2O KOTUYECmEa 201020 0bopydosanus. Kaxue npomokonst ucnonsb-
3yromes vauje gce2o? Kakue munvl npunodicenutl O0bule 6ceo 3a2pyicarom nPonyCcKHyIo CnocOOHOCb cemiu
u max danee. Knaccugurayus nakemos modxicem nomoub peuums omeemsl, u 0Jis 9mMo20 CyWecmayonm pas-
JIUYHbIE NOOXOObL. B 9mom ucciedosanuu s NONbIMAancs usyyums yoice u36eCmuvle UHCIMpPYMEeHmbl i Memoobl,
Komopule mMo2ym Ovlmb npuMeHensl 0Ji peueHusi NOOOOHBIX 3a0ad.
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Knwouesvle cnosa: udenmuguxayus npuiodiceHull, Xapaxmepucmuka mpaguxra, pacuiupesHHoe cemegoe
VHpasienue, ceepxmounble Helporuble cemu, Kiaccugurayus mpagpuxa é cemu

KEJIIIK TPA®UKTI XKIKTEY 9JICTEPI MEH KYPAJIIAPBI

Anoamna: Caxunansl monono2us CUSKmMbl, ey alaulkbl aKknapammuly Kypaioap OauianblCbiHblY MOOelb-
Oepiniy naiioa bonzanHan Oepi, Ka3ipei 3aManebl HCeliNiK UHPPAKYPOUILIMHbIY KOPIHICI A0aM MAHBIMACMAll
032epoi. 3amanayu Jceninix xHcyienep, KOMMymamopiap, Mapuwpymusamopiap, opanomayspiep, KOHyenmpa-
mopnap sicane m.o. CUAKmMuvl KonmezeH Kypoeii apaivlk MOOYIb0epOeH MYpaobl HCIHE 0Cbl OGHePMadbLICMApObIH
bacmul makcamol: OAUIAHBIC YK (KblaMenm Kopcemy Candacol) HeeypiviM CeHIMOIL JCaHe MACUmMAaOmanamoit
He2i30i Kammamacwiz eny 6onvin maodviiadvl. Convimen Kamap unmepuemmezi mpa@urkmiy KapkulHobl oCyi
JHCENINIK UHIICEHepLep MeH 6aAg0aplaMaHbl KAMMAMAChl3 emyOiy ceHiMOLNiel OotUbIHuA UHIICeHepaepOi(agbli.
Software Reliability Engineers), depexmep azvinbiH eKi dcagvlHan 0d OHMAailiaHobipya Keoipex Koyin bomyze
MaoHcOyp emmi. By macenenepdi muimoi wewry yulin uHiCeHepaep JHeeliniy agblMOasbl Hcall-KyUuiHiy epekueni-
2in sepmmeyi Kadxcem. bapnuix srcyiie mymac 0amuin Kene Hcamran cauvit, JHceni mpaghuei mypanvl Maaimen-
mep cogypivim Ken 6onadvl, an Oy 6izee KON MapoblMcyl3 HCAOOLIKMbIY KOME2IMEeH 01apobl MACUmMAabmay
eana emec, apanvli KYpolibliapobl OHMAULAHObIPYEA JcaHe meHuieyee komekmecedi. Kanoaii xammamanap
arcui natioananvinaovl? Keni emxisy xadinemin ey xon jcyxmeyze KaHoall Koculmumanap mypiepi oap? dcame
m.0. [laxemmepaiy sicikmenyi konmezen macenenepoi weuyee Komexmece anaobl HCaHe 0Cblean opatl Jpmypii
macindep bap. Byn 3epmmeyde ocvinoal MiHOemmepoi uieuty Yuin KoIOausbliybl muic Oeneini Kypaioap mMeH
20icmepoi 3epmmeyee MmulPblCIbIK.

Tyitinoi co3oep: xocvlmMuwianapovl uoeHMmupurayusnay, mpa@uk cunammamacsl, KeHeumineeH iceninik

backapy, HetlpoHObIK dceninep, dtceii mpapueiniy kraccuguxayuscol

Introduction

Since the first releases of intercommunication
models between end-devices, like ring topology,
the whole picture of nowadays network
infrastructure was changed unrecognizable.
Modern systems of networking, consists of many
complex intermediate modules like switches,
routers, firewalls, hubs etc. and the main goal of
these inventions was to provide more reliable and
scalable ground for communication(Quality of
Service). The more whole system evolves, more
data about network traffic we gain, and now it
helps us to make optimization and tuning of
intermediate devices, rather than just scaling it
up with more bare hardware.

Many so-called "peer-to-peer (P2P)" shared
applications, social networks, video streaming
services, instant messaging services, online
games, etc. have appeared on the Internet. This
has led to a significant increase in the number of
users and changes in their behavior. As a result,
the volume of Internet traffic has significantly
increased and its nature has changed. However,
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many different types of protocols are used on the
Internet. In addition, network applications have
different functional requirements, and most of
these applications use TCP or UDP port numbers
that are assigned by the ITANA (Internet Assigned
Numbers Authority) [1].

IANA has assigned specific port numbers
for specific network applications, protocols,
and services that change between 0 and 1023,
and IANA has registered port numbers that
change between 1024 and 49151. Even so, most
applications do not have IANA-assigned port
numbers, but use default port numbers, and these
numbers often match the TANA port numbers.
Therefore, it is often not possible to uniquely
identify network applications with known or
registered ports. So, in such conditions, it is very
difficult to provide the required level of network
performance and security, as well as QoS (quality
of Service) for applications, services, etc.

However, research has shown that network
traffic is a complex dynamic process and is a
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superposition of many threads with multiple
interconnected characteristics that are generated
by different protocols. First, it is traffic and
related to the management of the network itself
(for example, client initialization traffic, server
traffic, etc.) that are generated periodically.
Second, it is the traffic of network services,
applications (for example, P2P, DNS, POP3, FTP,
SMTP, ARP, NetBIOS session, HTTP, WINS
requests, Telnet, etc.) and protocols that make up
the bulk of network traffic [2].

Based on the above, effective methods of
network monitoring, analysis, and evaluation are
required to ensure the normal and safe operation
of networks. To do this, first of all, it is necessary
to accurately identify network traffic, which is a
very difficult task and requires the development
of adequate methods for identifying network
traffic.

Knowledge about types of protocols and even
better, about applications that network clients
use, may help to construct better data flows and
utilize resources properly. Traffic classification
attracted a lot of interests from both industrial
and academic activities related to advanced
network management.

The purpose of this article is to analyze
the methods of network traffic identification
available in the literature in order to evaluate their
capabilities for network traffic identification.

Common problems of traffic

classification

The emergence of new applications, protocols
and interactions between various endpoints in
the Internet has totally increased the complexity
of task of classifying traffic. Here are some of the
critical challenges that we can face.

Encryption. Nowdays, most of the
applications uses encryption of data, because
big corporations like Google inc. forces software
developers and organizations to use HTTPS
instead of HTTP protocol. As a result, we got
a lot of traffic with pseudo random payload and
therefore classification of traffic become even
harder in modern networks.

ISP. Most of the Internet Service Providers
blocks peer-to-peer connections due to their

overload of network bandwidth and copyright
issues from authors. And now, these applications
uses different techniques to bypass blocking by
Internet traffic control from ISP. This is the most
challenging task in network traffic classification.

So, despite the fairly active development of
the field of network traffic classification, many
works note a number of objective factors that
hinder this development [3]. One of these factors
is the lack of an open data set for testing, which
is usually a saved and marked network routes.
As aresult, it is difficult to test the quality of the
algorithm being developed, as well as to compare
it with other algorithms. In particular, this leads
to the need to solve two problems in the process
of developing each new one algorithm:

* Getting your own network route on the
internal network, from research partners, or
from public sources. A complicating factor is the
problem of privacy and emerging information
security risks. To level out these factors, the
resulting routes are usually pre-anonymized
[4]. This, in turn, leads to the inapplicability
of content analysis approaches, since the main
method of anonymization, among other things,
is to delete the content of the application-level
package.

* Network trace marking by protocols and
applications, for subsequent quality control of the
developed algorithm, which can be performed in
several ways, depending on whether the process
of removing the network route is controlled or
the route is obtained from an external source.

As aresult, most research works use different
trace snapshots, obtained at different points in
different networks, under different scenarios, in
particular - different time intervals.

On the other hand, the requirement of
privacy leads to a more active development of the
statistical direction of classification. This is due
to the fact that this group does not require access
to packet data, but only general characteristics
such as size and timestamp are sufficient. Thus, a
large number of values are suitable as input data
and there are number of open network routes that
have passed the anonymization procedure.
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Fields of application

In addition to the question of the approach,
another important factor is the applied problem
and the solution by the specific system where
the classification component is implemented.
Depending on this, for example, the acceptable
level of accuracy of classification results may
differ markedly.

In addition, the set of groups into which
many classified objects are divided may differ
significantly. The roughest classification is
usually used in traffic management systems,
whose main task is to efficiently use available
bandwidth. For example, an Internet provider
can identify three main traffic groups:

* Sensitive — a type of traffic that is sensitive
to delays and requires prompt delivery. This
includes VoIP, video streaming, online game
traffic, etc.

* Unwanted — spam and malicious traffic
types.

* The rest — is the traffic that is allocated the
remaining bandwidth servicing sensitive data
streams.

Security systems and policy enforcement
systems usually involve a much more precise
classification — you need to identify the specific
application that generates the corresponding
traffic. In some cases, it is necessary to perform
a complete analysis of traffic with the allocation
of transmitted commands and high-level objects,
such as web pages and other types of files.
This may be required, for example, to detect
potentially dangerous content. For roughness
assessment for a specific approach, the term
"granularity" is used.

The processing speed, i.e. the throughput
of the algorithm, is a factor that affects the
estimation of the approach to apply on specific
task. This characteristic consists of two things:
the amount of data that the algorithm must
process to get the result and the complexity of
the algorithm relative to the input length.

This characteristic is most relevant for DPI
approaches that use the maximum amount of
data to process — the entire payload contents
of individual packages. This issue is studied in
detail in a large number of papers, mainly in
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the context of choosing the type of automaton
to search for signatures of various protocols:
deterministic, nondeterministic, or some hybrid
version [5-10].

Adopted methods of traffic classification

Existing methods for identifying network
traffic are roughly divided into five categories:
port-based identification methods; deep packet
inspection [11], DPI identification methods, i.e.
packet content analysis; identification methods
based on network flow characteristics analysis;
identification methods based on host behavior
analysis; and machine learning algorithms-based
identification methods.

Traditionally, simple methods based on
analysis of network traffic characteristics
were used to identify network traffic. These
characteristics include packet characteristics
such as port numbers, sender and recipient IP
addresses, application and protocol types, packet
contents, traffic statistics, and so on. Some of
these methods are discussed in [12, 13].

Port-based approach is the most common
and the oldest method wused for traffic
classification, which consists of the analysis
of the communication ports defined in packet
headers of the TCP/UDP network model. Since
the usage of this ports are so wide, and almost
became a standart in computer communications,
IANA defined the list of well-known ports for
different protocols, such as http, https, ssh, telnet,
etc. Also, need to mention that this information
is usually not affected by encryption and can be
easily extracted from the packet data. Which
makes the classification of network traffic based
on port very fast and easy, and that’s the reason
why ACL rules and firewalls uses them to filter
the incoming and outgoing data flow.

Nevertheless,notallprotocolscanbeclassified
with the port-based approach. Indeed, protocols
such as Peer-to-Peer (P2P) or passive FTP can
use ephemeral or random ports. In addition, such
applications can use ports associated with other
protocols for masquerading purposes. Another
example is the internet telephony where SIP is
used to negotiate the terms for the call, e.g., port
numbers, codecs among many others, which is
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then realized with RTP on random port numbers.
Finally, this approach also fails on tunnels or
Network Address Port Translation (NAPT). As
described in [14] and [15] only 30%-70% of the
traffic generated by certain protocols can be
detected by evaluating the port numbers.

However, identification of network traffic
based on port numbers is ineffective today [16].
This is mainly due to the emergence of more
network applications and services that use non-
standard TCP ports, as well as applications
that tunnel HTTP and the widespread use of
P2P applications on the Internet. As a result,
some applications cannot be identified at all.
The solution to this situation may be to analyze
the contents of packages and create a signature
for each application, but there are at least two
problems: first legal and ethical, which is related
to the user's privacy, and second is the inability
to identify encrypted network traffic.

The idea of using statistical characteristics
of network graphs to identify them or to describe
their properties is not new. In [17, 18] for the first
time, the issues of determining the characteristics
of Internet traffic were considered and the
relationship between the characteristics of flows
and the application protocols that generate them
was mainly determined. These studies show
that analytical models of random variables can
be used to describe the properties of several
protocols.

Despite the fact that network traffic
identification is a fairly specific area of research,
the goals of existing work in this area are not
identical. The purpose of some works is only
to identify P2P traffic; the purpose of others is
a detailed classification of network traffic, that
is, the exact identification of the application that
generates a specific traffic. In addition, with the
rise of the new types of applications, the nature
of existing network characteristics may change
and other identification characteristics may be
used to identify network traffic. For example,
the emergence of some new applications, such as
PPStream, BitTorrent, PPLive, etc., has led to the
widespread use of the UDP Protocol.

In [6], methods for identifying network traffic
with a detailed analysis of the contents of packets

were proposed. The main disadvantage of these
methods is that they require very large computing
resources. At the same time, the accuracy of
network traffic identification depends mostly
on models based on the identified patterns and
reflecting the main features of network traffic.
However, despite the fairly high identification
accuracy obtained in [h], traffics classified
manually were used as input data for training the
naive Bayesian algorithm.

In [8], proposed a method for classifying
network graphs based on statistical analysis of
host activity. However, packet contents are not
analyzed, and host behavior patterns are mapped
to one or more applications to classify network
traffic.

A study of the disadvantages of network
graph identification methods based on the
analysis of port numbers and packet contents has
shown that machine learning (ML) methods are
more suitable for identifying network traffic [11].

Identification of network traffic based on

machine learning algorithms

When identifying network traffic, one of the
important areas of research is classification. The
purpose of classification is to build classification
models for predicting an unknown sample based
on the study of a set of training data.

In the last decade, a significant part of the
work on network traffic identification has been
based on their classification using ML methods.
These works can be classified as works that use
ML methods with a teacher (supervised), without
a teacher (unsupervised), and so-called semi-
learning (hybrid) methods.

In network traffic classification based on ML,
supervised learning methods is when training
data is analyzed and an assumed function is
output that can predict output classes from any
test stream of data. However, it is very important
to choose sufficiently well-founded training data.
The methods of ML with the teacher include the
following: Decision Trees - DT; Naive Bayesian
Classification - NBC; Ordinary Least Squares
Regression - OLSR; Logical Regression - LR;
The method of support vectors - Support Vector
Machine SVM, etc.
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Using methods for classifying network
traffic with ML algorithms without a teacher
(i.e. clustering algorithms), clusters are found in
unmarked traffic data and the data is detected
in certain clusters. The unsupervised methods
of ML without a teacher include the following:
clustering algorithms; Principal Component
Analysis - PCA; Independent Component
Analysis; Singular Value Decomposition (SVD);
Random Forest (RF); Self-Organizing Map -
SOM, etc.

In [19], the researchers evaluated algorithms
with a teacher, including a naive Bayesian
algorithm with discretization, a naive Bayesian
algorithm with an estimation of the density
kernel, a C4.5 decision tree, a Bayesian trees and
networks.

In [20], the authors proposed an approach to
traffic classification based on real-time packet
flow analysis. In [21], Bayesian neural networks
are used to accurately classify traffic. In [22], the
authors use unidirectional statistical functions
to classify traffic. In [23], the authors used
the probability density function to compactly
express three statistical characteristics of traffic.
In [24], the authors proposed using a single-class
SVM (one class support vector machines) for
traffic classification, and a simple optimization
algorithm was proposed for each set of SVM
operating parameters.

All these works used mod parametric
algorithms, which require intensive training for
classifier parameters and need to be re-trained
when new applications are discovered.

Also, there are several papers based on
nonparametric ML algorithms. In [25], the
authors used the methods of nearest neighbors
and linear discriminant analysis to classify traffic.
Five statistical characteristics were used for
classification. In [26] a so-called BLINC method
is proposed for traffic classification, which uses
the behavior of hosts. Although nonparametric
methods have some advantages over parametric
methods, for some reason, they are not widely
used for traffic classification.

In [27], the authors proposed using the
EM algorithm (Expectation Maximization
Algorithm) to group traffic flows in a small
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number of clusters, and each cluster is marked
manually. In [28], the AutoClass algorithm was
used for clustering traffic flow, and a metric
of intra-class homogeneity was proposed
for evaluating clusters. In [29], the K-means
algorithm was used for clustering traffic and
clusters for applications were marked using
the analysis of useful information. In [30], the
authors evaluated K-means, DBSCAN, and
AutoClass algorithms for clustering traffic based
on two sets of empirically collected data.

In General, these clusterization methods
can be used to identify traffic from previously
unknown applications. In study [31], authors
proposed integrating clusterization, based on
statistical flow characteristics with a method for
comparing the signature of useful information,
which eliminates the need to use training data
sets. In [32], the authors proposed combination of
clusterization, based on statistical characteristics
of the flow and clusterization, based on statistical
characteristics of useful information for detecting
unknown traffic.

However, clusterization methods have the
problem of mapping a large number of clusters
to real applications. This problem is very
difficult to solve if there is no information about
real applications. To solve this issue, a new
nonparametric approach is proposed in [33].
This approach consists of including a correlative
information of flows in the classification process.

Semi-trained or hybrid methods for
classifying network traffic use both marked and
unmarked flow statistics [34]. Because of this
approach, these methods provide more accurate
and faster traffic classification, as well as allow
you to identify unknown applications and
applications with dynamic behavior. In study
[35], authors proposed using a set of training data
in the ML algorithm without a teacher. However,
if the training data is too small, the main part of
the display is made up of "unknown" clusters.

In [36] for identifying a TCP and UDP
Protocol traffic, author proposed a classification
method based on the use of the support vector
method (Support Vector Machine - SVM). In this
approach, a genetic algorithm is used to select a
subset of the best characteristics, and the Particle
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Swarm Optimization (PSO) method is used to
calculate the weights of each characteristic. At
the same time, the traditional SVM algorithm is
used to classify the different traffic flows with
optimiziation using the PSO algorithm, which
can effectively improve the performance of the
SVM algorithm. The proposed approach allows
you to classify internet traffic, based on statistical
characteristics of traffic flows without using port
or host information, and there is no need to check
the application signature.

In [37], to identify network traffic, authors
proposed a hybrid model that uses the Apriori
algorithm for atomic generation of associative
rules and a self-organizing Koohonen (SOM).
This proposed approach allows you to identify
network traffic without using content and port
numbers, as well as generate associative rules for
identifying unknown applications. At the same
time, the Apriori algorithm allows you to choose
the most typical rules for each type of traffic,
while the SOM-based algorithm allows you to
group the characteristics of similar protocols and
applications.

The author in [38] proposed an approach
to identifying P2P traffic based on the random
forest algorithm. The random forest algorithm

is a combination of decision trees. Building a
random forest allows you to increase the accuracy
and efficiency of p2p traffic identification.

Conclusion

Classification of Internet traffic has been
an area of intensive research since the creation
of the Internet itself. Over the years, several
methodologies have been proposed to solve
existing technological problems. Thus, we can
conclude that the evolution of approaches of traffic
classification has directly affected the evolution
of the international network itself. Surveys then
become a valuable tool for understanding and
analyzing this evolution. Several reviews have
been published to provide an overview of this
ever-evolving field of research. However, such
surveys focused only on the analysis of statistical
work on traffic classification and were limited to
reporting and comparing published results.

For this purpose, the best solution is to
combine existing classification mechanisms
using the supervised and unsupervised ML
methods, as well as using an ensemble of
classifiers. This will significantly improve the
accuracy and completeness of network traffic
identification.
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