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XaspIkapalblk aKnapaTThIK TEXHOJIOTHSIIAp YHUBEPCUTETI, AMarthl K., Kasakcran

O3IHE-O31 YKCAC WHEIUNIMJIEPT'E APHAJIFAH ®U3UKAFA
HETI3JAEJI'EH HEMPOH/BIK KEJII (PINN) 9 AICI

Angarna

Kbuty OTKITIIITIK MEH Ta3 JUHAMHUKACHI CHSKTBHI KYpZedi (PU3UKAJIBIK MPOIecTep/l CHIAaTTalThiH aepoec
TYBIHIBICEI Oap auddepeHIUanIblK TCHACYACPAlI CAaHIBIK OIICTep apKbUIBl IICITy OaphICHIHIA KOOIHE YIKEH
ecernTey Kyarbl KaxeT eriyiemi. Ochl KUBIHABIKTApAbl IIENly YIIH COHFBI JKBULAAPBl FBUIBIM MEH TEXHUKAHBIH
HazapbiHAa (usukara HerizgenreH HeHpoHabK keninep (Physics-Informed Neural Networks, PINN) epexkmre
opbiH anraH. byn makanmama PINN omici apKbuibl JKbITy JKOHE ra3 JWHAMHUKACHI TEHJACYIEPIHIH IIemimIepin
Taby Moceneci KapacThIpbuiaabl. JIOCTYpii CaHABIK OICTEPICH epeKIIeNiri, (Pu3nKara Heri3lAeiareH HEHpPOHIBIK
KeJl otici (pM3MKaNbIK 3aHIap/bl HEHPOH JKEICIHIH KYpPBhUIBIMBIHA €HTi3y apKbUIbl €CENTi IIeNIyre MyMKIHIIK
Oepeni. SIFHM, mIemIiM TeK KaHa MOJIMETTEpre eMec, COHBIMEH KaTap TEHJCYIiH e3iHe OarbiHamel. Maxkamama
PINN omiciHiH apXHUTEKTypachl, IIBFBH (YHKIISUIAPEIHBIH KYPBUIBIMBI JKOHE OJIAPIBIH JKBUTY OTKI3TIIITIK JKOHE
Diinep TenaeyIepiMeH OaiIaHbICHl HAKTHI MBIcangapMeH cunarTanaasl. COHBIMEH KaTap, eCenTiH 0acTamKhl KoHE
HICKapaJIbIK MIAPTTAPbIH EHri3y MEXaHH3MIEpl oHEe LICHIMICPIiH OPHBIKTBUIBIFBI MEH JQJIJIrIHE dcep eTeTiH
(hakropnap ranmanran. Hotwkenep apkbuibl PINN-HIH THIMIUTIT MEH OoJ1amakTa Kypesi ket (ha3aisl, KenesmeM i
ecenrepre Koijgany MyMKinairi kepcerinani. ConbiMeH karap, PINN-HIH ecenTey ynepiciH Kbpuamaary XoHe
TYPaKTBUIBIFBIH aPTTHIPY OAFBITBIHAAFI 36PTTEYINICP JIe YChIHBUIFaH.

Tipexk ce3nep: PINN, e3ine-e31 yKcac, KblTy TeHJEY1, Diiep TeHaeyi, COKkbI TyTiri (shock tube).
Kipicne

Kazipri tapna auddepeHuunanaplk TeHIeyaepAl Memry dicTepl FhUIBIMH JKOHE HH)KEHEepIIK
ecenTtep/ie KeHIHeH KOJIJIaHbUIa bl ATar aiiTKaH/a, *KbUTyOTKI3TIIITIK XKOHE T'a3 TUHAMUKACHI CHSK-
THI KYpAeNi (DU3HKAIBIK KYOBUIBICTApbl CHUMATTAWTHIH JepOec TYBIHABUIB Au(QepeHITUITIBIK
terueynep (ATIT) — Taburu jxoHe TEXHUKAIBIK MPOIeCTEP/l MOJCIbACYIIH HET13r1 KypaiIapbIHbIH
0ipi. OchiHIal ecenTepal CaHIbIK 9/1ICTEPMEH LIENly KONTereH )Karjailiapja yJIKeH ecenrtey pe-
CYpCTapblH Tajaml eTeli, acipece KemeJeM/, MeKapaiblK >KoHe OacTamkbl IIapTTapbl Kypraemii
xyienepae. by mekreynepi *eHy MaKcaTbIHAA COHFBI XKbUIIApPhI FBIJIBIM MEH TEXHUKAAA (prU3HKara
HerizaenreH Hepouablk xenitep (Physics-Informed Neural Networks, PINN) epekmie Ha3zapra
UTiHI.

PINN — MammHanbIK OKbITY MEH KJIACCHKAJIBIK (DU3MKAaHBIH CHHTE31 OOJIAThIH KaHa apaJnrMa.
by omic anram per (2019-2024 »xok.) Raissi xxone T.0. [1-2] eHOekTepae YCHIHBUIBIN, KeHIHHCH
kentereH kypaeni JATHAT ecentepin memryne tuimaiiirin kepcerti. PINN oxiciniH 6acThl epek-
IIEJIri — OJI IepeKTepre FaHa eMec, COHBIMEH KaTap (PU3MKaJIbIK 3aH/IbUIBIKTApFa (MbICAJIbI: SHEPTUs
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CaKTaybl, Macca CaKTaJIybl, UMITYJIbC 3aHJAPHI JkKoHE T.0.) Herizaeneni. MyHIai TociT MOACIBIIH
(bM3HKAIIBIK MIBIH/IBIKKA COUKECTITH KAMTAaMachl3 €Till, MOJIMETTEP/IiH )KEeTKUTIKCI3IIT1 XKaFJaibIHaa
J1a J)KaKChl HOTHKE allyFa MYMKIHJIIK Oeperi.

PINN oficiMeH callbICTBIpFaHJIa KJIACCHUKAIBIK oficTep (MBICANBI: aKbIPIbl SIEMEHTTED IicCi
(FEM), axpbipisl aiipipmanap oxici (FDM)) Top renepainusicbiHa, A9JIIKKE JKOHE €CenTey TYpak-
TBUTBIFBIHA TOYEI 1. byt omicTep ocipece kenemmemMIi, 0echI3bIK HeMece cToxacTukanbik JJTAT-ne
KHUBIHABIKTapFa Tan 6omansl. A PINN ofici KeHICTIKTIK TOpJIapabl KaKET eTIEeH I, OHBIH OpHBIHA
KE37eWCOK KOJUIOKALMSUIIBIK HYKTENep apKbUIbl MISNMIi yipeTyre MyMKiHIiK Oepemi. CoHbIMEH
katap, PINN omici mapamienb/i ecenreyre bIHFaiIbl, OYJI OHBI YJIKSH AEPEKTEPMEH JKYMBIC icTey
MEH HaKThl YaKbITTaFbl €CenTepre OeiiMIenyre MyMKIiHJIIK Oepeti.

byrinari Tagma PINN omici skputyetkisrimrik, buo tenneynepi [3], HaBre—Crokc [4], Komm
ece0i [5], peakuus mudGy3HsUTBIK )KYHenep, akyCTUKAIBIK TOIKBIHAAp [6], Ga3anbik epic Momenbaepi
CBIH/IBI KOIITETEH cajanap/a COTTi KONJaHbuTyAa. ATan alTKaH/a, )KbITy MEH ra3 JHHAMHUKAChl TeH-
neyaepi (pU3UKAIBIK MPOLECTEP/Ii CUMATTayIbIH MaHbI3/1bl Mbicanaapsl petinae PINN oxiciH Koi-
JaHyFa ©Te KoJailibl. byl ecenrtepae mekapaiblK jKoHE OacTanKbl MIapTTap, COHIA-ak Kypueni
HICITM KYPBUIBIMBI kM1 Ke3neceTinaikTeH, PINN o/1iciHiH apThIKIIBUIBIKTAph! aliKbIH Oaiikatabl.

PINNs oniciHiH maMy OapbIChIMEH, Ka3ipri >karnaiibl xoHe Oonamiak 3eprrey OarbITTapbIMEH
Kyieni Typae [7] kymbicTa TaHbIcyFa Oomanbl. [8] omeouerre PINN oficiH FRUIBIME ecenTeynepe
KOJITAaHYIBIH OPTYPJTi KbIPJIaphIH KAMTHTHIH KE€H KeJIeM/Ii 0Ty, oHbIH iminae PINN-ecenrrerimrepin
OanTay, OKBITY TEOPHUSCHIHBIH aCHEKTUIEpi, KODKETIMII Kypanaap, Oonamak OarbITTap MEH COHFBI
YpAicTep, COHAail-aK NoMIK MEeH >KMHAKTaldy Macenenepi KapacTelpsuiaabl. PINN omiciHiH 3BO-
JIONUSIChIHA apHalFaH Mmony, oHbIH imiHae Physics-Informed Kolmogorov-Arnold Networks
(PIKANS) cusKTBI jxaHa apXHUTEKTypajap >KOHE OJap/AblH OMOMETUIIMHA, MEXaHuKa, reodusuka
KoHe Oacka cayajapiarbl KOJMAaHBUTYBI [9]-ma TankpiiaHambl. YKacaHAbl HEHPOHIBIK JKENUIEpIi
(artificial neural networks — ANN) konmany apkbutbl qudGepeHInaIIBIK TCHACYISPI Menry dici
[10]-na cumatamaner. [11] Makanama aBropyiap JOCTYPIli MAaIIMHAIBIK OKBITY dAICTepiH (DU3MKAIBIK
3aHJapMeH OIpiKTIpy apKbLIbl KYpAENi KyHenepal Moaenbjey MeH Ooykay YIUiH KOJJaHbUIAThIH
TOCUII cHIaTTal b, Oy Tocia ocipece AudQepeHITHANIBIK TCHACYJIECPMEH CUTIATTANAThIH (HHU3U-
KaJIbIK IpoliecTepre OarbITTaIFaH.

Ocwl makanana 613 e3iHe-031 ykcac menriMaepre vHerizaenrern PINN onicin nmaiinanana OThIpHIT,
JKBITY JKOHE Ta3 TWHAMHUKACBIHBIH ilIiHApa TYBIHIBI TEHACYJICPIH MICTIYAIH THIMIII KOIIApbIH Ka-
pacTeipambi3. Bysl ToCiImiH apTHIKIIBUIBIFEI — OJ AHAJIMTUKANIBIK INENIIMI€ YKaKblH, SIFHU ©31He-
031 YKCaCThIK KacueTi 6ap miemiMaepai HeMpOHABIK JKell apKblIbl KaNMblHA KEATIPyre MyMKIHIIK
oepeni. Ocwr OarbiTTarsl 3eprreyiaep PINN omiciHIH TCOPHUSIIBIK KOHE KOJaHOAIBl MYMKIHJIIKTEPiH
KEHEHTIIM, OHBI HAKTHI (PU3UKAJIBIK MPOIIECTEP Il MOJENbIEYIe KEHIHEH KOJIIaHyFa >KOJT alllajbl.

Marepuajigap MeH djicrep

O3iHe-031 YKCACTHIK YFBIMbI

O3iHe-031 yKcac HICNIM — yaKbIT HEMece KEHICTIK MaciTabTainfaHga HIemiMHIH (HopMacs
e3repMeil, TeKk YJKeHin Hemece KillipeHin OThIpaThiH cunar. JKammbl Typae IIemniM Kenecigen
Oomal:

ulx, t) = t%= f(;ﬁ)’

myHaarbl f () — e3iHe-031 yKcac mpoduiie, an o, f — mMacmradray kepcerkimrepi [12].

Koty renneyine PINN konmany

3eprTeyimizae ToKipuOe peTiHAe KBbUTy OTKI3TIMTIK KOHE Ta3 JUHAMHKACH TEHICYJEPiH
memry yrria PINN omicin KonmaHynbl kepcetemis. byt omicTiH Heri3iHae HeHPOHIBIK JKETiHI TeK
KaHa JIepeKTepre eMec, COHBIMEH Katap (U3MKaNIbIK 3aHaapra — auddepeHnuanipK TeHaeyaepre
OarpIHATBHIH TYPJIE YHPETY KaFUAachl Kajlail 00NMaThIHBIH HAKTHLUIANMBI3.
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HoTu:kesiep MeH TaJKbLIAY

1D Diinep Tenaeynepi xKoHe 631He 031 YKCACTHIK
Diinep Terueynepiniy 1 enmemai popmacs:

a a{pu)
XLTY _
dt dx

dlpu) 8lpu® +
p}+ (p p}zﬂ
at dx

dE al|(E
o 3(E +plu)
gt dx

COKKBI TYTIT1 OacTanKel MapTTaphl:
(1.0,0,1.0), erep x<0
(pu,p)(x,0) =
{0.125,0,0.1), erepx =0
PINN onicine Heri3enreH WbFbIH QYHKIHSICH
1D Ditnep tenneynepi yurin PINN apxutekTypachl t )koHE X alHBIMAJIbUIAPBIH KipiC peTiHze

KaOBLI/IAIl, THIFBI3ABIK Pit, %), KbUIIaMIBIK U(t, X) oHE KbICHIM P(t, X) QyHKIHUIAPbIH OOJIKakIbI.
by byHKIMsUTapIbIH KOMETIMEeH KeJieci KaIbIKTap aHbIKTaIa bl

dpg  d(pgug)

txl=—+
:Ri{ ) dt ax
3(paus)  #paus?+ pa)
R (%) = Palg T Palg Pg :
= dt dx
dE A(E, + Ju
Ry (t, %) = o, { 8 Pg E}J
at dx

23 1 2
MyHJaFbl, Eg = ?_—1 + 3 PglUg ™ — YKaJIIbl DHEPTHSL.

Ocol KaJIABIKTAapAbl CCKECPEC OTLIPLIII, HIbIFbIH (bYHKI_II/I)ICBI Kenecl TYPAC Ka3blIaabl:

L(ﬂ} = Ld + ‘]"P '.-C-physj

myHza Ly —moamimertepre (data) Herisnenres (Mbicainsl, MSE), an L

— (hU3UKATBIK KAJIBIKTapIaH
TYpaTbIH O6iK:

phys

Mf
1 ¥ ¥ ¥
Lohye = N_FZ{RI(tUXi.} + R3 (1, %) + R3(t;, %)),
i=1

myHarbl N — Qu3MKanbiK HYKTEnep caHbl, ail A, — QU3MKaIbIK 3aHIap/bl CaKTay canMarbl. by
¢bysxmust PINN MozeniHiH (GU3HKaIBIK 3aHIap/Ibl CaKTal MIeNIiM YHpeHyiHe MYMKIHIIK Oeperti.
Diinep TeH eyl YIiH COKKBI TyTiri skaraaiibiaaa PINN Hotuxkeci 2-cyperTe YChIHbUIFaH.
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Cypet 2 — PINN noTmkeci: Diinep TeHeyi (COKKbI TYTIrl Kafaaiibl)

PINN mogerni koHe HIBIFBIH (PYHKLIHSTIAPbI

PINN apxurektypacsl

PINN apxwurexrypacel — kenkadbartsl nepuentpon (MLP) Typinae kypsiiaasl. Meican peTinae,
3 ’KachIpbIH Ka0aTThl HEHPOHABIK JKeJli KapacThIpaibIK (3-cypet). OHBIH KipiCiHIe X JKOHE t aifHbI-
MaJiblIapbl (KEHICTIK IEH yaKbIT), ajl HIBIFBICBIHA Wg(t, X) mamackl Oepinei, MyHaarsl O — Mozens
napamMeTpiiepi (caaMakTap MEH BIFBICY).

[ EHrisy kabatsl ]

t !
KacbipbiH rt.aﬁa"r]

[)KaCblpblH kabar ]

LLIbHBIH PYHKUACH!

Cypet 3 — PINN wmogeni apxutexrypackl (Kockimia A Heri3iHze)

Keni kabaTTapbIHBIH KAJTBI CUTIATTAMACHI:

+ Kipic kabarsl: X, t MOHIIEPiH KaOBUIIAMIBI.

¢ XKaceipbiH KabOatTap: akTUBanus GyHKIUACH peTiHae tanh HeMece sin nmaiianaHblIa b,
¢ [Ieirbic KaOAThI: Ug(t, X) — MIEIMIIMHIH XYbIKTAJIFAaH MOHI.

[IpreiH QyHKIMSITAPET
PINN-HIH HeTi3ri epekmIeniri — OHBIH HIBIFBIH (DYHKIHUACH (DU3UKAIBIK KaJIIBIKTapAbl aa
KaMTHIbL. JKamIbl HIBIFBIH (QYHKIUSACH KEJIECI TYP/E Ka3blaa bl

L£(8) = 2gLq +2, " L. (1
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MyH1aFbI:

¢ L;— MomiMeTTepre HEri3eNreH HIbIFbIH (MBICAJIBI, HAKTHI OJIIIEMICPMEH CaNBICTHIPY);

¢ L, — ¢usukara Herisnenren kanasikrap: ||V [ug] — fl1%;

* Ay, A, — canmak mapamerpriepi.

®usMKablK Kanabkrap L, — KbUTy Hemece 0acka TEHJCYIEP/IiH MIEUIIMIiHIETI TEHCI3MIKTED
apKbLIbl aHBIKTAaAbl. MBICalbl, JKbUTY TEHJEY1 YILIH >KOFapblaa OepiiareH (popMmachiH Tarbl 1a Oip

€CKE CcaJlaMbI3.
1 N |dug #*ug z
LF‘ = ;lezl E(t'uxij — o (t'uxi} : (2)

ox2

Mynna o — nudpdysus xkodddunuenti, Ny — ¢usnkanslk HykTenaep canbl. MonenbaiH 6acTsl
ApTHIKIIBUIBIKTAPBI:

¢ [lemrimuiy Gu3uka 3aHAapbIH 0y30aii YHpEeHYI;

¢ Jlepekrtep a3 OONFaH Karaaia qa >KyMbIC iCTEH alybl,

¢ bacrankpl jxoHe IIeKapalibIK IapTTapabl OHAM €Hr13y MYMKIH/IITT,

¢ JXorapsr enmemi ecenrepre Oeftimaeyre 601aThIH UKEM/I1 KYPBUIBIM.

KopbIThIHABI

Ocsbl Makanaga 613 PINN omici apKbUIbl KbUTy TEHJEYl JKOHE ra3 TUHAMUKACHI TEHAEYJIEpiH
(Drep TeHaeynepi) MISNTyIiH MYMKIHIIKTEPiH KapacThIpAblK. PINN — Oy (hm3uKanbIK Kyhenepai
MOJIEJIBJICY/IIH aHa MapagurMachl OOJbINT TaOBUIATHIHBIH Aonenneaik. O caHIbplK oAicTep MEH
MAaIIMHAJIBIK OKBITYIBIH YHJIECIMIH KaMTaMachl3 €Till, JOCTYPIi JUCKPETHU3anus dicTepine Oamama
YCBIHATBIHBIH KOpCETTIK. O3iHe 031 yKkcac mentimaep PINN MonemiHiH THIMIUTITIH apTTHIPHIT, OKY
YaKbIThIH KbICKApTaTbIHBI KOpceTLIA1. by Tacii acipece aHaIMTUKAIBIK IIEHTIMI )KOK KypJei aepoec
TYBIHABUTB U EepeHIMsIIIBIK TeHAeyaep YIIiH Maiaansl ekeHiH aHbIKTanblK. PINN omiciHig
Ka3ipri TaHIa oJieyeTi eTe >KOFaphl, allaiifa oy Ja KETUIMIpYIl KaKeT €TCTiHIH MOWBIHAAYBIMBI3
kepek. bonamak 3eprreynepre keneci OaFbITTap/bl YChIHYFa 00JaIbl:

¢ Mynsrudusukansik ecentep: PINN GipHemie TenaeynepieH TypaTblH Kyiienepre (MbICabl,
KEYEeKTI CepImiM/Ii, Kot (ha3alibl aFbIH) KeHEUTiTyi MyMKiH [13];

* Ecenting enmemin yikenTy: Kazipri xkyMmbIc Oip HeMece €Ki ejmeMre Heri3ienreH. Anarbl
MaKcar — YII eJIIIeM/Ii KeHICTIKTIK JKOHE YaKbITTBIK ecenrepre oeiimaey;

¢ AJnanTuBTI TOpJIApMEH OipikTipy: TOp THIFBI3IBIFBIH KAJIIBIK MOHIHE Kapai ©3repTill OThIPaThIH
PINN TypiH xacay — ecentey THIMALUIITIH apTThIpyFa cen 00Jabl;

¢ IbiFbin QYHKIMSCHIH ABTOMATTHI TEHIIEY: Ag, A, CHSIKTBI TUNEPIAPAMETPIIEP/Il ABTOMATTHI
TYpZi€ PETTEUTIH CTpaTerusIap/bl 3epTTEY KEePeK;

¢ Cupek MoniMeTTep Karaanbl: PealucTik xarmaiia JACpeKTep OTe a3 JKOHE TOJIBIK eMec
6osaapl. MyHnait xxarnaiina, PINN-ai kymeity yiriH reaepatuBTi MojenbaepMer (Mbicaibl, VAE,
GAN) GipikTipy 1aMmy MyMKIHIITi 6ap OarbIT.

Hormxenep kepcerkenaeii, PINN apKpUibl anbplHFaH MIEHIIMAEP >KOFapbl Aaiaikke ue. CoHbl-
MEH KaTap, OHbIH HICIIIMIeP] aHAIMTHKAJIBIK TYPJE aJbIHATHIH MICHTIMJIEPTe KAKbIH JKOHE COMKec
KeJICTIHITT CaHIBIK TOXKIpUOeIepIiH TpaduKaIblK CaJbICTRIPYIIAPhl apKbLIb JAomenaeHmi. Kopbl-
TeiHABUIAN Kese, PINN — FpIIBIM MEH TE€XHUKAJIAFbl KOIKBIPIBI KYpAESTi ecentepi merryae Oomna-
MIAKTBIH KyaTThl KYpaJAapbIHbIH Oipi 001a anajsl 1en aifTa ajambl3.

1. Koceimmra A

# PINN apkpbUibl ©31HIIK YKcac WemiMIl yilpeny — ToiblK Python kol (3kbuty TeHIey1 Mbica-
JIBIHIA)

import torch

import torch.nn as nn

import torch.autograd as autograd

import matplotlib.pyplot as plt

# KypbUIFBIHBI aHBIKTAY
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device = torch.device("cuda" if torch.cuda.is_available() else "cpu")

# PINN monemi
class SelfSimilarPINN(nn.Module):
def init (self):
super()._init ()
self.net = nn.Sequential(
nn.Linear(1, 50),
nn.Tanh(),
nn.Linear(50, 50),
nn.Tanh(),
nn.Linear(50, 1))

def forward(self, x, t):
xi =X/ torch.sqrt(t + 1e-5)
f = self.net(xi)
u =f/ torch.sqrt(t + le-5)
return u
# OKy JepeKTepiH reHepaIusiay
def generate training_data(n=1000):
x = torch.linspace(-5, 5, n).reshape(-1, 1)
t = torch.linspace(0.1, 1.0, n).reshape(-1, 1)
X, t = torch.meshgrid(x.squeeze(), t.squeeze(), indexing="i}')
return x.reshape(-1, 1).to(device), t.reshape(-1, 1).to(device)

# PDE xanawireia ecentey
def pde_residual(model, x, t):
x.requires_grad = True
t.requires_grad = True
u = model(x, t)

u_t = autograd.grad(u, t, grad outputs=torch.ones like(u), retain_graph=True, create

graphZTrue_) [0]

u_x = autograd.grad(u, x, grad outputs=torch.ones like(u), retain graph=True, create

graph=True)[0]

u_xx = autograd.grad(u_x, x, grad outputs=torch.ones_like(u_x), retain_graph=True, cre-

ate_graph=True)[0]
returnu_t-u xx

# Mopenb xoHe optimizer
model = SelfSimilarPINN().to(device)
optimizer = torch.optim.Adam(model.parameters(), lr=1e-3)

# OKy nepekrepi
X_train, t_train = generate training_data(200)

# OKBITY IUKITI

loss_history =[]

for epoch in range(1000):
optimizer.zero_grad()
residual = pde residual(model, x_train, t_train)
loss = torch.mean(residual ** 2)
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loss.backward()
optimizer.step()
loss_history.append(loss.item())
if epoch % 100 == 0:
print(f"Epoch {epoch}, Loss: {loss.item():.6f}")

# 1lprpa GyHKIMS Tpaduri
plt.plot(loss_history)
plt.xlabel("Epoch")
plt.ylabel("Loss")
plt.title("Training Loss")
plt.grid(True)

plt.show()

2. Koceiviia B
# PINN apkpuisl Diinep Teraeyin menry(Self-Similar Shock Tube) — Python xoast
import torch
import torch.nn as nn
import torch.autograd as autograd
import matplotlib.pyplot as plt
device = torch.device("cuda" if torch.cuda.is available() else "cpu")
gamma = 1.4
# YKemni 6morsr
class Net(nn.Module):
def init (self):
super(Net, self)._init ()
self.net = nn.Sequential(
nn.Linear(1, 64),
nn.Tanh(),
nn.Linear(64, 64),
nn.Tanh(),
nn.Linear(64, 1) )
def forward(self, xi):
return self.net(xi)

# PINN wmogpenni: tho, u, p
class EulerPINN(nn.Module):
def init (self):
super(EulerPINN, self). init ()
self.rho_net = Net()
self.u_net = Net()
self.p_net = Net()
def forward(self, x, t):
xi=x/(t+ le-5)
rho = self.rho_net(xi)
u =self.u_net(xi)
p = self.p_net(xi)
return rho, u, p
# PDE xangpikTapsl
def euler residuals(model, x, t):
x.requires_grad = True
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t.requires_grad = True

rho, u, p = model(x, t)

m=rho *u

E=p/(gamma - 1)+ 0.5 * rtho * u**2

rho_t = autograd.grad(rho, t, grad outputs=torch.ones_like(rho), retain_graph=True, cre-
ate_graph=True)[0]

m_t = autograd.grad(m, t, grad_outputs=torch.ones_like(m), retain_graph=True, create
graph=True)[0]

E t=autograd.grad(E, t, grad outputs=torch.ones_like(E), retain_graph=True, create
graph=True)[0]

rho_x = autograd.grad(rho, x, grad_outputs=torch.ones_like(rho), retain_graph=True, cre-
ate_graph=True)[0]

m_x = autograd.grad(m, x, grad_outputs=torch.ones like(m), retain_graph=True, create
graph=True)[0]

p_x = autograd.grad(p, x, grad_outputs=torch.ones_like(p), retain_graph=True, create
graph=True)[0]

u_x = autograd.grad(u, x, grad_outputs=torch.ones_like(u), retain_graph=True, create
graph=True)[0]

E x = autograd.grad(E, x, grad outputs=torch.ones_like(E), retain_graph=True, create
graph=True)[0]

# KannapikTap

mass_eq=rtho t+m x

momentum_eq = m_t + autograd.grad(m * u + p, X, grad_outputs=torch.ones_like(p), re-
tain_graph=True, create graph=True)[0]

energy eq = E _t + autograd.grad((E + p) * u, x, grad_outputs=torch.ones_like(E), retain_
graph=True, create graph=True)[0]

return mass_eq, momentum_eq, energy eq

# Jlepekrep reHepanusichbl

def generate data(n=1000):
x = torch.linspace(-1, 1, n).reshape(-1, 1).to(device)
t = torch.ones_like(x) * 1.0
return x, t

# Monenb xoHe optimizer

model = EulerPINN().to(device)

optimizer = torch.optim.Adam(model.parameters(), Ir=1e-3)
X_train, t train = generate data(1000)

# OKBITY IMKJITL
loss_history =[]
for epoch in range(1000):
optimizer.zero_grad()
mass_eq, mom_eq, energy eq = euler residuals(model, x_train, t train)
loss = torch.mean(mass_eq*2) + torch.mean(mom_eq2) + torch.mean(energy eq*2)
loss.backward()
optimizer.step()
loss_history.append(loss.item())
if epoch % 100 == 0:
print(f"Epoch {epoch}: Loss = {loss.item():.6f}")
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# 1lprpra GyHKIMS Tpaduri

plt.plot(loss_history)

plt.xlabel("Epoch")

plt.ylabel("Loss")

plt.title("PINN Training Loss (1D Euler, self-similar)")
plt.grid(True)

plt.show()
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"MexIyHapOIHBIH YHUBEPCUTET HH(DOPMAIIMOHHBIX TEXHOJOTHIA, T. AjMaThl, Ka3axcran

METOA PU3NYECKH QBOCHOBAHHOFI HEHPOHHOM CETH (PINN),
OCHOBAHHBIN HA CAMOIIOAOBHBIX PEHHIEHUAX

AHHOTAIUA
[pu yncnennoM pemieHun qudQepeHINATBHBIX YPABHCHUH B YaCTHBIX MPOM3BOIAHBIX, OMUCHIBAOIINX CIOXK-
HbIe (PU3UYECKHE MPOIECCHI, TAKUE KaK TeIUIONPOBOAHOCTD U Ta30Basi TUHAMUKA, 3a4aCTYI0 TpeOyeTCs 3HAUUTEITb-
Hasl BBIYUCIUTEIbHAS MOITHOCTE. [ pemeHns 3TUX CIIOKHOCTEH B MOCIEIHUE TOABI 0c000¢ BHUMaHHUE HayKH
W TEXHUKHU MPHUBJICKAIOT (pr3myuecku nHPpopMupoBaHHbIe HelipoHHbIe ceT (Physics-Informed Neural Networks,
PINN). B nanHo# cTaThe paccMaTpuBaeTCs 3ajada HaXOXJICHUS PENICHUH ypaBHEHUH TETUIONPOBOIHOCTH M Ta-
30BOI TUHAMUKH ¢ TOMOINbI0 MeTona PINN. B orinune oT TpaauliMOHHBIX YHUCICHHBIX METOIOB, METO (hH3HUC-
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CKU MH(POPMHUPOBAHHBIX HEHPOHHBIX CETEH TO3BOJISET pelarh 3a/1a4k, BHEAPSS (U3UUECKHE 3aKOHBI B CTPYKTYPY
HelpoHHoM ceTH. To ecTh pelieHne MOJUUHACTCS He TOJIBKO JaHHBIM, HO U CaMOMY YpaBHEHHUIO. B craThe onuchI-
BatoTcsl apxutekrypa meroga PINN, cTpykrypa ¢yHKIHI 1MOTEph M UX CBSI3b C YPaBHEHHEM TEIJIONPOBOJHOCTH
1 ypaBHEHHAMH Diifiepa Ha KOHKPETHBIX puMepax. KpoMe Toro, aHaIM3upyIOTCs MEXaHU3Mbl BBEJICHUST Ha9ajb-
HBIX ¥ TPAHUYHBIX YCIIOBHH, a Takxke (JaKTOPHI, BIUSIONINE HA yCTOWYNBOCTh M TOUHOCTH pemeHnil. [Tomyuennsre
pe3ynbTaThl AeMOHCTPHUPYIOT 3G dhexkTuBHOCTE PINN M BO3MOXHOCTD MX NPUMEHEHHUs B OyayIleM AU PEIICHUS
CJIOHBIX MHOTOMEPHBIX U MHOTO(a3HBIX 3a/1a4. Tarke Mpe/IoKeHbl HCCIIEI0BaHHSI, HAIIPABJICHHBIE Ha YCKOPEHUE
BBIYHMCIIUTEIBHOTO Ipoliecca 1 NoBbieHne craduiabHoct PINN.

KuaroueBrbie ciioBa: PINN, camomono6ue, ypaBHEHHE TETIONPOBOAHOCTH, YpaBHEHHE Ditepa, yaapHas Tpyoa
(shock tube).
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PHYSICS-INFORMED NEURAL NETWORK (PINN)
METHOD BASED ON SELF-SIMILAR SOLUTIONS

Abstract

In the numerical solution of partial differential equations that describe complex physical processes such as heat
conduction and gas dynamics, substantial computational resources are often required. To address these challenges,
Physics-Informed Neural Networks (PINNs) have gained increasing attention in recent years within the fields of
science and engineering. This paper investigates the application of the PINN methodology to obtain solutions to the
heat conduction and gas dynamics equations. Unlike traditional numerical approaches, the physics-informed neural
network framework incorporates governing physical laws directly into the neural network architecture. Consequently,
the solution is constrained not only by data but also by the underlying differential equations. The paper presents
the architecture of the PINN framework and details the structure of loss functions, demonstrating their relationship
with the heat equation and the Euler equations using specific examples. Furthermore, the implementation of initial
and boundary conditions is discussed, along with an analysis of factors influencing the stability and accuracy of
the obtained solutions. The results highlight the efficiency of PINNs and demonstrate their potential for solving
complex multiphase and high-dimensional problems in the future. Additionally, current research directions aimed at
accelerating the computational process and enhancing the robustness of PINNs are outlined.

Keywords: PINN, self-similarity, heat equation, Euler equation, shock tube.
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