KA3AKCTAH-BPUTAH TEXHUKAJIBIK
YHUBEPCUTETIHIH, XABAPIIBICHI Ne 4(75) 2025

UDC 004.056.55
https://doi.org/10.55452/1998-6688-2025-22-4-131-142

"Gorlov L.V.,
PhD student, ORCID 0000-0002-8208-4716,
e-mail: lev.gorlov@gmail.com
2Seilova N.A.,
Cand. Tech. Sc., Associate Professor, ORCID: 0000-0003-3827-179X,
e-mail: nseilova@iitu.edu.kz
30Kkhrimenko T.A.,
Cand. Tech. Sc., Associate Professor, ORCID: 0000-0001-9036-6556,
e-mail: t.okhrimenko@nau.edu.ua.

'Al-Farabi Kazakh National University, Almaty, Republic of Kazakhstan
’International University of Information Technologies, Almaty, Republic of Kazakhstan
*National Aviation University, Kiev, Ukraine

ON THE DIFFUSION LAYER GENERATION METHOD

Abstract

This paper presents an automated method for generating the parameters of linear functions used in the diffusion
layer of block symmetric encryption algorithms. The focus is on designing linear layers constructed solely from
cyclic shift operations and bitwise XORs, which are both efficient and hardware-friendly. Such layers play a critical
role in achieving strong diffusion, a fundamental cryptographic requirement. The proposed method evaluates
candidate configurations by exhaustively enumerating shift values, calculating their branch number, and assessing
their avalanche characteristics. A set of quantitative diffusion metrics is introduced to guide the selection process,
including single- and multi-round avalanche effects and activation rates at the byte level. An aggregated quality
function is formulated to allow comparative assessment. The developed software tool identified optimal shift
parameters for 128-bit blocks processed as four 32-bit words, achieving a branch number of 5 with only 12 XOR
operations. The proposed approach contributes to the practical synthesis of lightweight and secure cryptographic
primitives suitable for both classical and constrained platforms.

Keywords: Block symmetric encryption algorithm, linear layer, branch number, avalanche effect.
Introduction

The purpose of this paper is to show methods for generating shift coefficients for the linear layer
of the architecture presented in "Linear Layer Architecture Based on Cyclic Shift and XOR" as well
as optimization methods that reduce the effort required to enumerate candidate coefficients by orders
of magnitude. Preliminary conclusions about cryptographic qualities and computational complex-
ity were given earlier in [1]. General approaches to balancing the function — such as adjusting the
number and length of words and enhancing it with additional iterations — were also discussed, and a
comparison with the AES algorithm’s linear layer was provided.

Evaluation of cryptographic resistance against linear and differential attacks is also beyond the
scope of this paper and will be published in the future.

Modern block encryption algorithms are built on the principles formulated by Claude Shannon:
the principle of confusion and diffusion [2, 3]. Diffusion is achieved, in particular, by using lin-
ear transformations with good diffusion characteristics, which ensure rapid propagation of changes
across all bits of the output vector.
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One of the key metrics used to evaluate the diffusion ability of a linear function is the branch
number. This indicator reflects the minimum possible number of different words at the input and
output of a linear transformation:

B(L) = min, . {w(x) + w(L(x))} (1)

where w is Hamming weight. The sizes of words and their location within the converted data block
may have different values depending on the specific architecture and operations used in the encryp-
tion algorithm. As a general case we will consider words as the input of the nonlinear function of the
algorithm, the size of which is typically equal to 8 bits.

In both classical and lightweight encryption algorithms, the linear diffusion layer is often the
most computationally intensive component [4—6]. Linear operations based on maximum distance
codes (MDS) are widely used to perform linear transformations in various encryption algorithms,
including AES due to the strictly proven branch number [7-11]. However, one can consider alter-
native functions that may not have the largest possible branch number, but have sufficiently strong
cryptographic properties with significantly higher performance [12, 13].

Schemes using cyclic shift and XOR on words of different lengths are already used in light-
weight encryption algorithms to mix the bits of the algorithm's internal state [14—16]. These trans-
formations do not require reversibility and can include additional operations. For example, the ARX
(Add-Rotate-XOR) architecture includes modular addition modulo 2¥, where ¥ represents the word
length.

There are also algorithms for constructing transformations equivalent to multiplication by MDR
matrices using cyclic shift and bitwise addition operations. The papers provide a theoretical basis for
obtaining such operations analytically, without exhaustive search, for a block of four words [17-19].
The linear operation constructed in this way has a branch number of five, which is the maximum
achievable for an operation involving four subblocks.

At present, no information has been found on the possibility of generating larger matrices with a
higher branch number using the same method.

Materials and methods

The goal is to construct a linear function that facilitates rapid and uniform propagation of input
changes across all output bits, thereby preventing the construction of effective differential or linear
attacks [2] . The main objective of this paper is to formalize the approach to assessing the quality of
a cipher's linear layer and to propose universal criteria that allow quantitative comparison of various
designs in order to generate a linear function with characteristics close to optimal.

Since the calculation of the branch number is a computationally complex task and cannot be
used as a criterion in enumeration problems, for the initial assessment of the efficiency of the linear
function L: F§ — F5 we propose to consider a set of five complementary characteristics:

1. Average avalanche effect per round (denoted as criterion A, ) is the average number of bits
at the output of the function that change when one bit at the input is inverted. This metric character-
izes local diffusion and shows how quickly the initial change spreads along the output vector. In the
ideal case, 4; * n/2, but for a lightweight function this result is hardly achievable.

Average number of bytes activated per round (B, ). Given the influence of the nonlinear layer
operating on bytes it is reasonable to consider how many bytes will change in each round of the algo-
rithm when at least one bit of the input changes. This parameter is most closely related to the branch
number used in the wide trail design strategy [3].
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Average avalanche effect over two rounds (4,) — similar to criterion A;, but measured over two
consecutive rounds (ignoring the nonlinear layer between those rounds). This characteristic better
reflects the cumulative diffusion effect during the operation of the encryption algorithm.

Average number of activated bytes over two rounds (&5).

Minimum number of output bits activated by a single active input bit (B p,):

B_.. = min lw(L(x}} (2)

min IIW'\I} =

This parameter defines the worst-case diffusion scenario and is also indirectly related to the
branch number. Its increase directly contributes to increasing the cipher's resistance to differential
and linear cryptanalysis.

For a systematic assessment of the linear function based on the above parameters, it is proposed
to use an aggregated metric in the form of a weighted criterion:

A Aj B B, B_.
SCGT'E(L}=|:1‘-—1+J|5’-—‘+]x-_1+5._‘+€_ min 3)
T n i n n

here &, 8, v, 8,8 € R., — normalized weighting factors determined by design priorities. In this case,
all values are normalized by ™ to bring them to a single scale. For example, when focusing on
cryptographic resistance, one can choose ¥ = @ 8 while in problems of optimizing the diffusion
rate in a small number of rounds, one can increase the significance of 5.

Thus, the formulated criterion allows one to compare various linear functions taking into account
both average and extreme behavior, and can be used as a heuristic in the automated synthesis of
diffusion layers.

It is required to generate a linear function that is implemented by computationally easy operations
and has a branch number of at least 5 for a data block of 16 words of 8-bit size [21-24]. These values
are taken by analogy with the AES algorithm and other common encryption algorithms and are de
facto standard for block symmetric encryption algorithms [25-30]. The following considerations
were taken into account in its development:

A given branch number can be achieved by performing an operation on at least 4 words. A
128-bit data block is extremely conveniently divided into 4 words of 32 bits, since most modern
computing platforms implement operations on 32-bit words in an optimal way [4].

To ensure mutual influence of bits located at different positions, a cyclic shift operation is
necessary, and to change the values of bits, the XOR operation is optimal.

For inversion to be possible, the resulting linear operation must be bijective.

The influence of words should be mutual, so at each iteration either one word should overlap all
the others, or vice versa, which seems easier to implement.

Taking these requirements into account, a linear operation over an arbitrary number of words
of arbitrary (identical) length is constructed, allowing for balancing diffusion properties and
computational complexity [1].

The resulting linear function f consists of several successive operations 4 over a set of words
a = {ay, .., @, 4} and is expressed by the following formula:
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The operation f, which changes all the words of the processed block, can be represented as fol-
lows:

fla) = gyla) oo geyqy(a) (5)

The value of the shift constants £, ,,_4 is of decisive importance for the efficiency of the func-
tion. Clearly, not all sets of values lead to the desired distribution of mutual influence of bits.

Proving that the branch number of a function is 5 is a computationally difficult problem [32-34].
For all possible inputs of a linear function, it is necessary to enumerate all combinations ofd =1 ... 4
active bytes and make sure that at least 5 — d bytes are activated at the output of the function. There
are 2128 inputs to the linear function, each of which would require iterating over 2% x 16 variants
of the difference in the input in a single byte, for which the difference in the output must be at least
4 bytes, 2% x 16 x 15 two-byte input differences, and so on, for a total of N 280 x AlE w298
operations. Thus, solving the problem as a whole using brute force requires about 217% operations,
which is practically impossible.

However, since the function is linear, the influence of each input bit on the output bits can be
found independently of the other bits. This property allows for a preliminary estimate of the function
coefficients that is not directly related to the branch number and avalanche effect, but is correlated
with them to some extent.

The advantage of this method for estimating the shift coefficients of a linear function is its low
computational complexity (namely, 27 linear for one set of coefficients and 2** for the algorithm as
a whole without taking into account further optimizations) and, as a consequence, the possibility of
a complete enumeration of the entire set of coefficients.

The main drawback is the lack of a specific resulting value of the branch number. The avalanche
effect for some combination of input bits may also be less than the number of output bits activated
by a single non-zero input bit due to the peculiarity of the XOR function: some activated bits may
overlap each other and ultimately have no effect on the output. Calculating all possible combinations
of mutual overlaps to estimate the branch number has the same computational complexity as the full
search above, namely 217% operations.

However, it is possible to optimize both the evaluation of the primary properties of the function
and the verification of the branch number of the resulting function.

First, enumerating all input values of a linear function does not make sense, since the changed
input bits will affect the same output bits regardless of the values of the remaining (fixed) input bits.
This allows for direct enumeration of differences, abstracting from enumerating all input combina-
tions. This reduces the enumeration by 21?2 times.

The next property that allows optimizing the calculation of the lower bound of the branch num-
ber of a linear function is its cyclicity. In particular, due to the cyclic structure of the transformation,
different input vectors obtained by cyclically shifting each other will yield identical (with the same
relative shift) output differences. Thus, the set of all configurations with 4 active blocks is divided
into orbits by the action of a group of cyclic shifts, and it is sufficient to consider only one repre-
sentative from each orbit. Since in the case under consideration not only the number of active bits is
important, but also the number of active bytes, it makes sense to exclude from the search input blocks
that are equivalent in value and shifted relative to each other by a number of bits multiple of 8. This
significantly reduces the volume of the search and allows focusing on unique structures of input dif-
ferences from the point of view of the output. This approach is consistent with the general principles
of analyzing the diffusion properties of linear transformations and is widely used in assessing the
differential characteristics of cryptographic primitives with a regular architecture [35-36].

It should be noted that this equivalence is not preserved during a cyclic shift of the block, i.e.
when transferring the most significant bits of one word to the positions of the least significant ones of
another word, since the influence of the bits, propagated by a linear operation, depends on the word
in which they are located in the block.
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In practice, this allows us not to go through all possible options for placing active bytes. It is suf-
ficient to consider only those in which the least significant byte of each row is active. For example,
let us consider two input blocks that give outputs equivalent to the shifts:

B | A B | A
D | C D | C

Figure 1 — Inputs of a linear function equivalent by branching

Here the values of the remaining bytes are 0, therefore they have no effect on the activation of
the output bits.

This optimization allows us to strictly calculate the lower bound of the branch number in
Y=y 257 A157P ~ 2%3 operations. There are certainly methods that can reduce the search even fur-
ther, for example, by eliminating other subsets of bits through other types of equivalence, but with
the current approach, the computation can be completed within a few minutes of computing on a
modern processor.

The same approach can be applied to the evaluation of the primary indicators of a function in
order to reduce the search space for single active-bit inputs. Indeed, all output options for different
bits of one input word are cyclic shifts of each other. And similarly, bits of different input words
generate different combinations of outputs. In this case, it is necessary to estimate the number of both
active bits and active bytes at the output of the function, therefore, to fully find the values of interest,
it is necessary to sort through 32 input options (all single bits of one of the bytes for each word).

Results and discussion

The desired linear transformation is constructed using bitwise cyclic shifts and XOR operations
on four 32-bit words and has the form (in the C programming language):

dout[0] = din[0] * ROTL(din[1], c[0]) » ROTL(din[2], c[1]) » ROTL(din[3], c[2]);

dout[1] =din[1] » ROTL(din[2], c[0]) » ROTL(din[3], c[1]) * ROTL(dout[0], c[2]);

dout[2] = din[2] ~ ROTL(din[3], ¢[0]) » ROTL(dout[0], c[1]) » ROTL(dout[1], c[2]);

dout[3] = din[3] * ROTL(dout[0], c[0]) * ROTL(dout[1], c[1]) * ROTL(dout[2], c[2]);

To find the coefficients with the desired properties, it is necessary to perform a complete enu-
meration of all possible triplets of shift values ¢; € [0,31],1 = {1,2,3}.

For each triple of coefficients, the average diffusion effect and the minimum number of activated
output bytes must be determined over all possible single-bit input differences. The avalanche effect
of a lightweight linear function extends to the entire processed block in several rounds, therefore,
when selecting the coefficients of the functions, the avalanche effect was also evaluated over two
rounds (i.e., the linear layer was applied twice). In practice, when using sufficiently high-quality non-
linear blocks this effect is significantly amplified, since when changing at least one bit of the output
of a linear function, an average of 4 bits related to the same substitution block will be changed [37].

For each tested set of coefficients:

1) All possible inputs with a single one bit (the other bits are 0) are iterated over. Thus, all the
following steps are performed 32 times for each combination of shift values;

2) The block is fed to the input of the doubled linear function;

3) The number of nonzero bytes at the output is counted,

4) Results for any coefficient set with fewer nonzero output bytes than the current best are dis-
carded;
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5) The average value of the number of activated bits is found. If it is greater than the best current
result, then the set of constants is accepted as the best current result.

Point 4 of the algorithm allows significant optimization of the search, since at the early stages the
values that give bad special cases are filtered out.

Practical selection gave many results with similar characteristics. In particular, 7217 sets of coef-
ficients were found, in which any single active input bit activates at least 6 output bits.

To select the coefficients of a linear function with the corresponding cryptographic criteria, it is
necessary to select the weight coefficients @, 5, ¥, 8, & from formula (3).

The choice of these coefficients logically follows from the significance of the corresponding
criteria imposed on the linear function being developed, which is beyond the scope of this paper.
Below, some initial provisions for selecting coefficients without strict justifications will be presented.

Apparently, the coefficient & does not play a big role, since it is always advisable to choose a
function that activates the maximum number of bits with a single active input bit, i.e. to consider only
the coefficients that generate functions with B, ;,, equal to 7.

In the presence of a nonlinear block with a powerful avalanche effect, the weights £ and & can
be significantly reduced or even set to zero.

For an algorithm with a large number of rounds, on the contrary, it makes sense to rely on two-
round indicators, reducing @ and ¥.

The results of the program implementing this algorithm with different weighting coefficients are
presented below:

Table 1 — Examples of generation results

Ne ' i) ¥ & g Ay A, By By |Boun| o oy € Score
1 1 0 1 1 875 | 15.75| 8.12 | 12.12 7 1 10 15 7.958
2 0 0 1 8.75 | 22.25] 7.56 | 13.88 7 1 17 14 14.375
3 1 0.5 2 0.8 1 8.75 |121.75| 7.97 | 14.12 7 2 26 25 10.163
4 1 2 1 2 1 8.75 12225 | 7.66 | 13.88 7 1 18 14 13.665

To check the functionality of the function that calculates the branch number of a function of the
form (5), a test was conducted in which an optimized enumeration method was used to search for
input values of up to 4 active bytes that yield the minimum output weight for a function variant with
shift coefficients {1, 10, 15}.

The search was performed in parallel in several threads covering subranges of input byte values.
To analyze all possible values of three of the four bytes for all possible values of the first byte of
the first word, four parallel instances of the software were run, resulting in the following worst-case
outputs:

Table 2 — Worst cases for first word byte enumeration

Ne |Diapason |BI |Input/output (hexadecimal)
1 10.63 5 00 09 00 00 80 00 00 00 40 00 00 00 00 00 00 00
B 00 00 00 00 00 00 00 00 40 00 00 00 00 00 01 00

48 00 00 00 04 00 00 00 02 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 02 00 00 00 00 08 00 00
90 00 00 00 08 00 00 00 04 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 04 00 00 00 00 10 00 00
4 1192255 5 d8 00 00 00 Oc 00 00 00 06 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 06 00 00 00 00 18 00 00
For an input difference in the first byte of the second word, the outcome was even better, since

2 164..127 5

3 |128..191 5
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the second word’s bits influence the first word from the very first iteration of the linear function:

Table 3 — Results of enumeration for bytes of the second word

Ne | Diapason | BI Input/output (hexadecimal)

00 00 00 00 00 00 00 00 10 00 00 00 00 00 00 80
00 00 00 00 30 00 00 00 11 c0 00 00 00 42 00 83

00 00 00 00 80 00 00 00 08 00 00 00 00 00 00 00
00 00 00 00 90 00 00 00 08 40 02 00 00 32 00 09

1 0..127 7

2 127..255 5

For the third and fourth words, no cases were found in which less than 7 bytes were activated in
two adjacent rounds.

Thus, the minimum sum of the input and output weights of a one-round linear function is 5, and
therefore the branch number of a linear function of the form (5) with coefficients {1,10,15} is 5.

Comparative analysis of linear layer design

Architecture. Traditional diffusion layers in block ciphers often use matrices from maximum
distance separable (MDS) codes (e.g., the MixColumns matrix in AES) to achieve linear mixing [5].
These MDS-based designs perform linear transformations (usually over finite fields) with a strictly
proven diffusion property (maximal branch number) [3]. In contrast, the proposed method uses only
cyclic bit shifts and XOR operations — a shift/XOR—based linear layer similar to ARX (Add-Rotate-
XOR) constructions [6]. This means that instead of heavy finite-field multiplications or complex
linear combinations, diffusion is achieved through simple rotations and XORs. Such an approach is
hardware-friendly and simplifies implementation, while still maintaining the linear invertibility re-
quired for cipher rounds. The shift/XOR design aligns with many modern lightweight ciphers, which
favor simple operations for efficiency, distinguishing our method as a purely bitwise-linear alterna-
tive to classical MDS matrices.

Branch number. MDS-based layers are valued because they guarantee the maximum possible
branch number for a given matrix dimension [3]. For example, an n x n MDS matrix ensures the
highest minimum number of active input/output words (the branch number) by design. Shift/XOR-
based layers generally do not inherently guarantee this theoretical maximum; they often achieve
near-maximum diffusion in practice. However, a key result of this work is that through careful pa-
rameter selection we can attain a branch number equal to the MDS optimum. In fact, for a block of
four 32-bit words (128-bit state), our optimized rotation—XOR construction reaches a branch number
of 5, which is the provable maximum for any 4-word linear transformation [7]. This demonstrates
that even without using an MDS code, the proposed method can match the diffusion strength of an
MDS matrix in this scenario. While classical MDS matrices provide a mathematical proof of maxi-
mum branch number, our approach shows that near-MDS or even MDS-equivalent branch numbers
are achievable with a shift/XOR design — combining strong diffusion with the benefits of a light-
weight operation. This result underscores the novel contribution of attaining high branch number
without resorting to traditional MDS constructs.

Designing complexity. Designing an MDS-based linear layer often leverages algebraic methods
or known constructions from coding theory [7]. In general, finding an MDS matrix for a given size
can be done via mathematical criteria or combinatorial search, but many such matrices are known or
can be constructed using finite-field techniques. By contrast, identifying an optimal shift/XOR con-
figuration required brute-force search over rotation constants. The search space is enormous — yet our
method introduces a highly optimized enumeration strategy to make this design problem tractable.
We exhaustively evaluate candidate shift combinations, but we guide the search with quantitative dif-
fusion metrics and pruning heuristics. Notably, we reduce the complexity of the search by several or-
ders of magnitude through intelligent heuristics and early elimination of suboptimal candidates. This
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optimized search procedure (with metrics like single- and two-round avalanche criteria) effectively
navigates the design space, in contrast to a naive brute force. The result is a practical computational
method that finds excellent diffusion layers (even matching MDS-level branch number) without an
explicit algebraic formula. Thus, whereas MDS-based designs benefit from direct theoretical con-
structions, the proposed shift/XOR design required developing an automated search framework — an
effort justified by the significant performance gains of the final design.

Implementation complexity. A well-known drawback of many MDS-based layers is their im-
plementation cost. Linear diffusion via an MDS matrix (especially over bytes) often becomes the
most computationally intensive component of the cipher. Implementing finite-field multiplications or
look-up tables for an MDS matrix can incur a high gate count, many XOR operations, or additional
memory for tables [39—40]. In contrast, the shift/XOR approach uses only primitive CPU operations
(bit rotates and XORs), leading to significantly lower complexity in both hardware and software. The
proposed linear layer achieves its diffusion with a remarkably small number of operations — for a
128-bit block we use only 12 XOR operations in total (along with shifts) to attain branch number 5.
There are no multiplications or large tables needed, which translates to fewer logic gates and faster
execution on microcontrollers. This efficiency makes the method highly suitable for lightweight
and constrained devices, where minimizing computational overhead is crucial. In summary, while
an MDS-based layer might maximize diffusion at the cost of more intensive computation (often
requiring careful optimization or special implementation tricks), the shift/XOR-based layer offers
a far more lightweight solution. The novel contribution here is demonstrating equivalent diffusion
strength with drastically reduced operation count, thereby improving encryption performance on
resource-limited platforms without sacrificing security.

Flexibility and Adaptability. MDS code-based layers are typically tied to specific block and word
sizes — for example, AES’s 4 x 4 byte matrix is fixed to 128-bit blocks (16 bytes), and designing a
new MDS matrix for a larger state or different word size can be non-trivial. Each change in dimen-
sions often requires finding new matrices that preserve the MDS property, a process that can become
a research problem in itself for higher dimensions. In contrast, the proposed shift/XOR generation
method is inherently more flexible. Our framework can be extended to an arbitrary number of words
and word lengths by selecting appropriate rotation coefficients. In principle, the same approach can
synthesize a diffusion layer for different block sizes (e.g., 64-bit blocks or 256-bit blocks) by adjust-
ing the word partitioning and rerunning the automated search for optimal shifts. This scalability is
enabled by the general nature of rotations and XORs, which are not locked to byte-oriented opera-
tions or a fixed field size. Furthermore, the method is adaptable in terms of design goals: we can tune
the weightings of various diffusion metrics to prioritize certain criteria. For instance, if the cipher
uses a very strong nonlinear layer (S-box), the search can de-emphasize single-round diffusion and
focus on multi-round effects, or vice versa. The authors explicitly allow adjusting parameters (like
weighting factors for avalanche criteria) to suit different scenarios — e.g., ignoring some diffusion cri-
teria when an S-box already provides good mixing, or emphasizing two-round diffusion for ciphers
with many rounds. This level of adaptability is a distinct advantage of the proposed approach. In
summary, unlike a one-size-fits-all MDS matrix, our shift/XOR-based generation method can scale
and adapt to various block architectures and security requirements with relative ease. This flexibility
in accommodating different word sizes and balancing performance vs. diffusion trade-offs highlights
the novel contribution of our method in the landscape of linear layer design.

Conclusion
The study introduces a scientifically novel and practically applicable method for synthesizing

high-quality linear diffusion layers without resorting to pre-designed MDS codes. The originality of
the approach lies in the integration of an optimized exhaustive search with mathematically grounded
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pruning techniques, which drastically reduce the search space while preserving the ability to obtain
provable branch numbers. This makes it possible, for the first time in the context of purely shift- and
XOR-based constructions, to confirm by direct computation the achievement of the theoretical maxi-
mum branch number of 5 for a 4-word, 32-bit architecture.

The authors’ personal contributions include formulating a set of quantitative diffusion metrics
that combine average-case and worst-case behavior, defining a unified weighted evaluation criterion,
and implementing a specialized software tool that automates both coefficient generation and branch
number verification. Additionally, the authors developed and validated new equivalence-class-based
optimization strategies that reduce the combinatorial complexity of branch number checking from
impractical brute-force scales to a range feasible on standard modern processors.

This work not only delivers a concrete high-performance linear transformation meeting stringent
cryptographic criteria but also provides a reusable methodology for designing diffusion layers adapt-
able to diverse block sizes, word lengths, and implementation constraints. The proposed generation
framework can serve as a foundation for further research on lightweight cipher design, particularly
in scenarios where hardware simplicity, provable diffusion strength, and adaptability are equally
critical.
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CBI3bIKTBIK KABATTbBI KYPY 9ICI TYPAJIbI

Anjgarna

Byt sxyMbIC OJIOKTBIK CHMMETPHSIIBIK MIHdpiay anroputMaepiniy nuddy3usuibik KadaTbiHIa KoJAaHbLIa-
TBIH CBI3BIKTBIK (DyHKIUsUIAp/BIH MTapaMeTpIIepiH Kypy/IblH aBTOMATTaHABIPbUIFaH d/1iciH ychiHa bl Herisri Hazap
TEK UMKJIJIIK ayblCThIpy orepanusiapsl MeH OuTTik XOR-maH »kacanraH CHI3BIKTHIK KaOarrapabl »koOanayra
OaFpITTaNFaH, OJap TUIMII JKOHE alllapaTTHIK Kypajaapra bIHFaiiel. MyHmai KabaTTap HETi3ri KpUITOTpadusIIbIK
Tajarn OOJBIN TAOBUTATHIH KYIITI JUQQY3UIFa K0T )KETKi3yAe MaHBI3IBI POIl aTKapazbl. ¥ CHIHBUIFAH O/IiC aybICHIM
MOH/IEPIH TOJIBIK CaHay, 0Jap/IbIH TAPMaKTAPbIHBIH CAHBIH €CEITEY KOHE KOUIKIH CUITaTTaMaliapbliH Oaraay apKbLIbl
YMiTKep KOHHUTypausiapbiy 6aranaiabl. Tanaay nmpouecid OarbiTTay YIiH caHIbIK qu(dy3HsIbIK KepceTKiTep
JKMHAFbI CHT'131J1e/T1, COHBIH ilIiHJIe O1p )KoHE KOl allHaJIBIM/IbI KOILKIH acepiiepi MeH OaliT neHrelinieri Oencenaipy
KbUTIaMAbIFel. CanbicThIpMaibl OaraniayFa MYMKIHIIK O€peTiH JKMBIHTHIK cara (YHKIHSCH TYXKBIPBIMIAJIFaH.
O3ipiieHTeH OarmapiamMaiblK Kypanx TepT 32 OUTTIK ce3 peTiHme eHmenreH 128 OWTTik ONOKTap YIIiH OHTaHIbI
aybICy MapaMeTpiepiH aHbkTaabl, 0y Tek 12 XOR omepamusceiMeH 5 TapMak caHbIHA KeTei. Y CHIHBUIFaH
TOCIT KIIACCHKAJIBIK KOHE IIEKTeyI ruardopmanap yiIiH KOJaiibl )KEHLUT )KoHe KayiIci3 KpUITorpadusuIbiK mMpH-
MUTHBTEP/IH PAKTUKAIBIK CHHTE31HE BIKIIAJ €TEe/Ii.

Tipek ce3mep: OJOKTHIK CUMMETPHSUIBIK IIN(pPIIAy adrOpUTMi, CHI3BIKTBHIK Kalar, TapMaK HOMipi, KOUIKiH
a¢dexTici.
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O METOJIE TEHEPALIMU JIMHEHHOI'O CJ04

AHHOTAUA
B nmanHO# cTaThe TpenCTaBIICH aBTOMATH3HPOBAHHBIA METOJ TCHEPAIUH ITapaMeTPOB JTHHEHHBIX (DyHKITHIA,
HCTIONB3YeMbIX B AUGPY3HOHHOM CII0€ OJIOYHBIX CUMMETPUUHBIX alrOpuTMOB MiudpoBanus. OCHOBHOE BHHMA-
HHUE YJeISIeTCS] IPOCKTUPOBAHUIO JIMHEHHBIX CIIOEB, HOCTPOCHHBIX UCKITIOYUTEIBHO HA ONMEPAIHSIX [HKIHYSCKOTO
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C/BHra M MOOUTOBBIX omepanusix «uckirouaromiee NJIN», kotopeie sBisitorcs 3)(HEKTUBHBIME U alliapaTHO-OPH-
CHTHPOBAaHHBIMH. TaKUe CJIOU UTPAIOT PEIIAOIIYIO POJIb B IOCTHKCHUU CHIbHON auddy3un, GyHIaMeHTaIBHOTO
kpunrorpaduueckoro TpedoBanus. [IpemaraeMblii METOM OTICHUBACT KOH(PUTYpaIlH-KaHAUIATHI ITyTeM HCUCPITHI-
BAIOMIETO MEPEYNCIICHUS 3HAUCHUH CIIBUTA, BRIYMCIICHUS KOJMYCCTBA BETBEH M OICHKH MX JIABMHHBIX XapaKTepH-
cTHK. BBOANTCS HAOOP KOMMUECTBEHHBIX METPHK Andy3un A yIIPaBICHUS IPOIIECCOM BRIOOpa, BKITIOUAs OHO-
Y MHOTOPAYHJIOBBIE JIABUHHBIEC 2P PEKTHI M ITOKA3aTeNIN aKTUBAIMK Ha ypoBHE OaiiToB. ChopMynrpoBaHa arperupo-
BaHHAas (DYHKIUSI KaueCTBa JJIsi CPABHUTEIILHOW OICHKH. Pa3paboTaHHBIN MPOrpaMMHBIA HHCTPYMEHT OINPEICITUI
ONTUMAJILHBIC TTAPAMETPBI cABHUra sl 128-OUTHBIX OJIOKOB, 00pabaThIBACMBIX KaK YCThIPE 32-OUTHBIX CJIOBA, YTO
TTO3BOJIIUIO JOCTHYB KOJIMYECTBA BETBICHUH 5 Beero 3a 12 omepanuit XOR. [IpenioskeHHbII MOX0a ClI0COOCTBYET
MIPAKTUICCKOMY CHHTE3Y JIETKOBECHBIX W O€30IMACHBIX KPUITOTPaPHUSCKUX MPUMHUTHBOB, IMOIXOMSIIINX KaK IS
KIIACCHYECKUX, TaK U JJIS OTPaHMYCHHBIX TIaT(opM.

KoueBble ciioBa: anroputM 0J0YHOTO CUMMETPHYHOTO IIU(PPOBAHHMS, TMHEHHBIN CIOH, MHJEKC BETBICHHH,
JaBUHHBIHA Y deKT.
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