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Abstract

The study examines the problem of intraday forecasting of the EUR/USD currency pair using various neural
network architectures, in particular models integrating attention mechanisms. Three neural network architectures
were studied: the basic LSTM model, the LSTM model with the Bahdanau attention mechanism, and the Transformer
model with the self-attention mechanism. The experiment was conducted on historical minute data for the period
from January 2020 to December 2022. The results showed that attentional models are significantly superior to the
basic LSTM architecture. The best results were obtained by the Transformer model (MSE=0.185, MAE=0.297,
RMSE=0.431, MAPE=7.3%). A detailed analysis confirmed the stability and accuracy of the Transformer model.
The identified advantages of attention models justify their prospects for use in algorithmic trading and require
further research to optimize and adapt to real trading conditions. In particular, further research may be aimed at
integrating attention models with trading strategies and risk management systems, as well as studying their behavior
in the face of sudden changes in market volatility. In addition, it is proposed to explore the possibilities of combining
attention architectures with other forecasting methods to increase the overall stability and reliability of forecasts in
practical trading.

Keywords: intraday forecasting, Forex, exchange rates, EUR/USD, neural networks, attention mechanism,
Transformer, LSTM, self-attention.

Introduction

Accurate forecasting of prices for currency pairs, especially on the scale of intraday trading, is
a critically important task for participants in the foreign exchange market. The Forex market, where
the EUR/USD currency pair is traded, is characterized by high volatility and significant noise levels,
especially over short time intervals such as minutes. This significantly complicates the process of
forecasting short-term price movements, setting traders and analysts the task of finding effective
tools to capture complex and rapidly changing patterns [1].

Traditional forecasting methods, including statistical approaches (for example, ARIMA or
exponential smoothing models), often prove to be insufficiently effective when working with high-
frequency Forex data. Even classical neural network models such as LSTM and convolutional
networks (CNN), despite their power and ability to detect nonlinear dependencies, are sometimes
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unable to quickly and accurately adapt to sudden market changes. This is due to their limited ability
to focus on the most significant elements of time sequences.

In this regard, this study aims to improve the quality of intraday price forecasting of the EUR/
USD currency pair through the use of modern neural network architectures that integrate attention
mechanisms. Attention mechanisms that have proven effective in areas such as natural language
processing and sequence analysis have the potential to highlight the most significant and relevant
segments of historical data. In the context of intraday forecasting, this can lead to a significant
increase in prediction accuracy by selectively focusing the model on important time points.

The novelty of the research lies in the fact that the mechanisms of attention, including
transformer-type architectures and hybrid models combining CNN and LSTM with attention, are still
insufficiently studied in the field of algorithmic trading on the Forex market, especially on small time
scales. Most of the research in the field of deep learning applied to finance has traditionally focused
on daily and weekly intervals and is mainly focused on the stock market. Intraday Forex data and
approaches using attention architectures have been studied much less. Thus, this study is aimed at
filling the existing gap, assessing how effectively attention mechanisms can improve the quality of
short-term forecasts of the minute interval in the foreign exchange market.

It is assumed that the results of this study will provide new knowledge and clearly demonstrate
whether modern neural network architectures with attention mechanisms can significantly exceed
the accuracy of traditional approaches based on intraday currency data. This will allow us to better
understand the possibilities of applying attention models in the practice of algorithmic trading and
lay the foundation for further developments in this area.

Traditional Neural Network Models for Intraday Forex

Long-term short-term memory (LSTM) and similar architectures have become the most popular
models for predicting financial time series. LSTM captures time dependencies well and by 2020 has
demonstrated superiority over classical methods in the task of short-term price forecasting. Thus,
Yildirim et al., LSTM was used to predict the direction of movement of the EUR/USD pair using a
hybrid architecture: one network was trained on macroeconomic indicators, the other on technical
indicators [2]. Combining the results of two LSTMs through a special rule made it possible to improve
the accuracy of the direction classification in comparison with a single LSTM for all signs. The
authors also introduced a neutral «no change» class for small fluctuations and showed an increase in
the final profit metric (profit_accuracy) to ~73.6%. This approach reduced the number of erroneous
transactions, filtering out insignificant price fluctuations. In another study, a two-input LSTM model
was proposed, where fundamental and technical indicators are presented separately; this approach
also showed an increase in forecast accuracy compared to models using only one type of feature [3].

Other works have investigated various modifications of recurrent networks. In particular, a
comparison of LSTM and its bidirectional version of BILSTM demonstrated some advantage of
Bidirectional-LSTM in the accuracy of forecasting exchange rates [4]. Hossain and colleagues
proposed a hybrid GRU-LSTM for predicting the prices of four major pairs (EUR/USD, GBP/USD,
etc.) at intraday intervals of 10 and 30 minutes [5]. Their two-layer network contains the GRU layer
first, and then the LSTM; this combination surpassed the accuracy of the individual LSTM and
GRU models, especially in the 10-minute interval. According to MSE, RMSE and MAE, the hybrid
showed the smallest error (for 10-minute forecasts) among all comparative models, and in terms of
the coefficient of determination R2 it also turned out to be the best, which indicates its more stable
results. These results confirmed the effectiveness of combining different types of RNNs to capture
complex patterns of intraday fluctuations. Additionally, it was shown that the complication of the
LSTM architecture itself in the form of its multilayer version also increases accuracy: the two-layer
model (Stacked LSTM) for the AUD/USD pair surpassed the single-layer LSTM and a number of
alternative approaches in terms of error indicators [6].

In addition to recurrent networks, convolutional neural networks (CNNs) were also used to
extract local patterns from price ranges. However, the direct application of CNNs or deep multi-layer
networks to a financial range can lead to instability due to sensitivity to noise [7]. Therefore, CNN is
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often combined with RNN: for example, in one approach for Forex, it was proposed to first compress
the input data of 1-D CNN, and then process the sequence with LSTM (CNN-LSTM). Such hybrids
are designed to combine CNN’s ability to recognize short patterns with LSTM’s ability to work
with long dependencies. For example, Markova et al. (2023) developed a CNN-LSTM auto-encoder
model for predicting 5-minute EUR/USD prices, which demonstrated very high forecast accuracy
(RMSE=0.0036 on test data) [8]. In another study, the CNN+LSTM combination reduced the standard
error of the forecast by about 9% compared to LSTM alone, while increasing the stability and learning
rate of the model (~40% gain in training time) [9]. In addition, approaches are being explored taking
into account the macroeconomic context: for example, Pornwattanavichai et al. (2022) proposed the
BERTFOREX cascade model, where fundamental indicators (such as inflation, GDP, indices, etc.)
are first processed using BERT and an autoencoder and then combined with technical indicators;
such a hybrid achieved about 79.4% accuracy in forecasting course directions [10].

It is important to note that the success of the model based on historical data does not always
guarantee a practical profit when trading costs are taken into account. A study by Ito et al. analyzed
the prediction of intraday returns of currencies using LSTM based on events in the bid stack [11]. The
model was good at predicting the direction of change in the mid-exchange rate (mid-quote) in minute
increments, ahead of a number of other algorithms. However, when taking into account the spread
and commissions, such a predictive model ceased to bring economic benefits, in fact confirming
the hypothesis of market efficiency. This indicates a limitation of many purely predictive models:
without taking into account market frictions, their results may be overestimated. Nevertheless, the
very fact that the neural network is able to detect signals in the order flow is valuable — it indicates the
presence of predictable patterns, even if they are not directly monetized in the presence of transaction
costs.

It should also be mentioned that some comparative studies question the universality of LSTM.
For example, Zafeiriou and Kalles tested several architectures on a short Forex trend and found
that a special multi-layer perceptron network simulating a technical analyst worked no worse than
LSTM with much less computing time [12]. This highlights that the success of models depends on
fine-tuning and structure: increasing complexity does not always automatically lead to a better result
without taking into account the specifics of the data.

Attention-oriented and hybrid approaches

Current trends in forecasting financial series are related to the introduction of attention
mechanisms, which allow the model to focus on the most informative parts of the sequence. In the
context of currency series, attention is able to identify important time steps (for example, reactions
to news or certain market phases) and thereby improve the quality of the forecast compared to
conventional LSTM/GRU, which «remember» everything. From 2020-2021, works began to appear
adapting the successful Transformer architecture from the field of natural language processing to
financial forecasting tasks. Transformer is completely based on the self-attention mechanism for
modeling dependencies in a sequence and eliminates RNN memory length limitations.

One of the first examples of Transformer’s use in intraday Forex is the study by Gradzki and
Wojcik [13]. Their goal was to test whether the Transformer architecture could outperform modern
deep models based on high-frequency currency data. The authors note that intraday trading in the Forex
market using deep learning has not been studied enough, so they first identified the best benchmark
(it turned out to be ResNet-LSTM), and then compared Transformer with it. The results showed
that Transformer has a high predictive power based on Forex minute data and slightly surpasses the
carefully tuned ResNet-LSTM in terms of forecast quality. This is an extremely important conclusion:
even taking into account that the improvement was not radical, the fact that the attention model is
superior confirms the prospects of this approach. Interestingly, Other authors also note the potential
of Transformer models for high-frequency trading: for example, a decoder-free model trained on the
EUR/USD and GBP/USD minute series reached a loss function (cross-entropy) value below 0.2,
which indicates the possibility of building profitable strategies based on attention architectures [14].
In accordance with these observations, Fischer et al. (2024) note that Transformer is very suitable
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for currency forecasting, however, in order to be confidently superior to LSTM, it requires the use
of multiple input features (i.e., taking into account several simultaneously predicted time series and
factors) [15]. Interestingly, in the work of Gradzki and W¢jcik, the transformer performed better on
larger timeframes (up to 12 hours), whereas there is too much noise in the very small data. In general,
this study demonstrates the viability of Transformer for intraday currency forecasting and provides
a basis for further improvements (for example, cost accounting in real trading — the authors also
conducted a backtest of strategies and took into account commissions when evaluating the model).

Another notable trend is hybrid architectures with attention, combining different types of
networks. For example, in the related field of cryptocurrencies, Peng et al. proposed the ACLMC
model, which combines a convolutional network and an LSTM with an attention mechanism to
predict trends of several cryptocurrencies at once at a high frequency [16]. The key idea was to
use multi-frequency data and stabilize the target variable using a triple trend classification. As a
result, the built-in attention helped the model extract useful information at different time scales
and significantly reduced the number of false trades compared to traditional methods. This hybrid
model has improved a number of financial quality metrics and surpassed several basic algorithms
without attention. In addition, the use of improved attention mechanisms directly in recurrent layers
is justified: for example, the integration of a special GRU-enhanced attention mechanism into the
LSTM structure has improved the accuracy and stability of predictions in a volatile stock market [17].
Similar results show that the combination of CNN/LSTM with attention is able to simultaneously
take into account short-term patterns and long-term dependencies, which is especially important for
noisy intraday series.

Complex Transformer architectures are also emerging-derivatives adapted to time series. Zhao
and colleagues conducted a detailed comparison of the classic Transformer with its Informer and
Temporal Fusion Transformer (TFT) modifications on several currency pairs (for example, NZD/
USD, NZD/CNY, etc.) [18]. The results showed that the most advanced TFT model gave the highest
prediction accuracy (coefficient R2 to 0.94) with minimal RMSE/MAE errors. Transformer was
inferior in accuracy without improvements, but the alternative Informer model trained and converged
much faster, albeit with a slight decrease in accuracy. Thus, there is a trade-off between the quality
of the forecast and the computational efficiency of the attention models. In addition, Zhao et al. We
found that the inclusion of additional market indicators, such as the VIX volatility index, improves
the accuracy of TFT forecasts. This underscores the importance of a multimodal approach: attention
mechanisms can easily be expanded to multiple data sources (news, volatility indicators, etc.), which
has already been demonstrated in the latest models combining price series with text news signals
and opens up opportunities for further improving the quality of intraday forecasts. More complex
hybrid schemes based on Transformer have recently been proposed: for example, a dual attention
mechanism, where one subnet processes price ranges with improved self-attention (with masking and
multi-head), and a parallel subnet analyzes related factors through ConvLSTM+BiGRU with self-
attention. Combining such networks has significantly improved forecasting accuracy and surpassed
five modern models on a variety of financial datasets [19].

The use of attention layers on top of classic LSTMs is also being explored in the stock market.
Thus, a modification of Att-LSTM — LSTM with an optimized attention mechanism was proposed
for predicting stock prices, and an improvement in accuracy compared to conventional LSTM was
shown [20]. Such results indirectly confirm the value of the attention mechanism for currency ranges
as well: focusing on the most significant changes should enhance the model’s ability to predict sharp
intraday movements in the exchange rate.

Discussion and identified gaps

An analysis of modern literature shows that neural network approaches dominate in forecasting
exchange rates, especially on high-frequency data. Classical RNN architectures (LSTM/GRU and
their combinations) have been successfully used for short-term and intraday forecasts, surpassing
traditional models in accuracy. At the same time, they are not without drawbacks: the limited ability
to take into account long-term dependencies and important market features (shocks, news) stimulated
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the introduction of attention mechanisms and completely new architectures (Transformers). Modern
attention models have already shown competitiveness and sometimes superiority over the best
recurrent networks, especially in the tasks of classifying the direction of price movement and
detecting signals in noisy data. However, the literature on attention methods specifically for intraday
Forex is still scarce. Only a few papers directly address this area, whereas most studies either
focus on daily intervals or study related markets (stocks, cryptocurrencies). In particular, Gradzki
and Wojcik emphasize that deep learning based on intraday Forex data remains an insufficiently
researched area. Our review confirms this assessment: although some successes (for example, the use
of Transformer) have already been achieved, the mechanisms of attention in the context of intraday
currency forecasting are still not fully understood. It is not fully clear how best to integrate attention
to account for cross-market effects, news flows, and how these models perform in real trading
conditions with slippage and fees.

Thus, there is an obvious gap in research related to the in-depth use of attention mechanisms
for high-frequency currency ranges. Filling this gap may include the development of specialized
attention architectures or hybrids that take into account the specifics of Forex (for example, daily
cycles of trading sessions, spikes in activity when macro statistics are released), and comparing
them with already proven LSTM/GRU models. The conducted studies substantiate the prospects of
such a path: they demonstrate the advantages of existing approaches and at the same time point out
the limitations, overcoming which (through the mechanisms of attention) will be the task of further
scientific work. This logically leads to the hypothesis of the current study, aimed at using attention
mechanisms to improve the accuracy of the intraday forecast - not approving it in advance, but
following from the analyzed achievements and gaps in the literature.

Materials and methods

In this study, historical intraday data of the EUR/USD currency pair with a minute frequency for
the period from January 2020 to December 2022 were used to evaluate the effectiveness of neural
network models. The data has been preprocessed using the following steps:

¢ Data resampling up to a minute interval (to detect gaps);

* Deleting weekend data (Saturdays and Sundays that appeared during resampling);

¢ Interpolation of missing values using the linear method and subsequent filling using the
forward fill method.

The data was divided into three samples: training (up to and including December 2021),
validation (from January to September 2022) and test (from October to December 2022). The signs
for the models were the opening, maximum, minimum and closing prices. The closing price was
chosen as the predicted indicator.

Model Architecture

The following neural network architectures were considered in the study:

¢ Basic LSTM: The architecture of the model consisted of two recurrent layers of the LSTM
type (Long Short-Term Memory) with dimensions of 64 and 32 neurons, respectively. A 0.2 dropout
was applied between the layers to prevent overfitting. The network output used a fully connected
layer with a single neuron responsible for predicting the closing price.

¢ LSTM with the attention mechanism: This model used a single LSTM layer with a dimension
of 64 neurons and a dropout level of 0.2. Next, the Bahdanau attention mechanism was used, which
allowed the model to dynamically distribute the attention weights for each time step. This mechanism
was implemented by two fully connected layers (32 neurons with the tanh activation function and
1 neuron for calculating scoring). The final forecast was formed by summing the LSTM outputs
weighted by attention weights.

¢ Transformer (Encoder-only): This architecture was based entirely on the self-attention
mechanism. It used a multi-headed attention with 4 heads and a representation dimension (d_model)
of 64. LayerNormalization and positional embeddings were also included in the model. After the
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self-attention layer, the Feed-Forward Neural Network block was used (128 neurons with ReLU
activation function and additional dropout 0.2 regularization). The final forecast was carried out
using a global average pooling layer (GlobalAveragePooling1 D) and a fully connected layer with
one neuron.

All models were trained using the standard error loss function (MSE) and the Adam optimizer.
To prevent overfitting, early stopping (EarlyStopping) and maintaining the best model weights
(ModelCheckpoint) were used. The quality of the models was assessed using the MSE, MAE, RMSE
and MAPE metrics in a test sample.

Thus, the proposed methodology made it possible to conduct a systematic comparison of neural
network architectures and identify the contribution of the attention mechanism to improving the
accuracy of intraday price forecasting of the EUR/USD currency pair.

Results and discussion

Table 1 — Model metrics based on test data

Model MSE MAE RMSE MAPE
Basic LSTM 1.773636 1.158659 1.331779 32.238757
LSTM+Attention 0.616269 0.745160 0.785028 22.013667
Transformer 0.185482 0.297064 0.430676 7.299603

The results of the experiment show pronounced differences in the effectiveness of the considered
neural network architectures. The best performance was demonstrated by the Transformer model,
which has a self-attention mechanism, which significantly surpassed the other studied models in all
evaluation metrics (Table 1). The mean square error (MSE) of the Transformer model was 0.185,
which is significantly less than the LSTM+Attention model (MSE=0.616) and the basic LSTM
(MSE=1.774). A similar trend is observed for other key metrics: Transformer showed minimal
average absolute errors (MAE=0.297) and standard deviation (RMSE=0.431), as well as the smallest
average absolute percentage error (MAPE=7.3%).

Test MSE Test MAE et AMSE Test MAPE
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Figure 1 — Comparison of model indicators based on test data

The attentional LSTM model also significantly improved the prediction quality compared
to the basic LSTM, demonstrating a significant reduction in errors (MSE=0.616, MAE=0.745,
RMSE=0.785, and MAPE=22.01%). The basic LSTM model, on the contrary, performed worse
(Figure 1), which indicates its insufficient ability to take into account complex and rapidly changing
market conditions.
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Figure 2 — Model forecasts

An additional analysis of the visual graphs (Figure 2) of the real and predicted values confirmed
the numerical results. The predictions of the Transformer model are as close as possible to the real
values, while the remnants of its predictions are minimal and do not show a pronounced systematic
error (Figure 3). The LSTM model with the attention mechanism also shows stable behavior, but its
deviations from real values are noticeably greater compared to Transformer. At the same time, the
basic LSTM model systematically overestimates forecasts, as can be seen from both the remainder
graph and the error distribution.
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Figure 3 — Error distribution and residuals

103



HERALD OF THE KAZAKH-BRITISH
No. 4(75) 2025 TECHNICAL UNIVERSITY

The results obtained suggest that the attention mechanisms, in particular, the Transformer
architecture, have a high potential for use in the tasks of intraday forecasting of exchange rates. The
strong superiority of the Transformer model over the basic LSTM underscores the importance of
dynamically managing attention to various segments of historical data and confirms the relevance of
adaptive neural network architectures.

It is worth noting that even the LSTM model, complemented by a simple Bahdanau attention
mechanism, is significantly superior to the classical recurrent architecture without attention, which
confirms the hypothesis of the study on the expediency of using attention mechanisms in forecasting
high-frequency financial series.

Nevertheless, the success of the Transformer model is due not only to the attention mechanism
itself, but also to the complexity of the architecture, which requires significant computing resources
and careful tuning of hyperparameters. This opens up opportunities for further research aimed at
optimizing and adapting attention models for practical use in trading. It is also important to take into
account that the results may vary depending on currency pairs and time intervals, which requires
additional testing and analysis of the resilience of models to changing conditions.

Conclusion

As a result of the research, it was proved that the use of neural network models with an attention
mechanism is a promising direction for the tasks of intraday forecasting of exchange rates. The
Transformer model, which implements the self-attention mechanism, demonstrated the best results
for all the studied metrics based on the data of the EUR/USD currency pair.

The results obtained confirm the hypothesis that attention mechanisms can significantly improve
the accuracy of short-term forecasting based on high-frequency data, opening up prospects for their
wide application in algorithmic trading. At the same time, it should be borne in mind that the success
of such models depends on their computational efficiency and hyperparameter settings. Future
research may be aimed at expanding the number of currency pairs under consideration, exploring
various attention architectures and developing methods for their effective configuration.
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KEJI MOAEJBAEPIH JAMBITY KOHE OHTAUJAHABIPY

Anjarna
3epTTey OpTYpii HEHPOHIBIK KETUTIK apXUTEKTypalapibl, aTan alTKaHAa Ha3ap aymapy MeXaHH3MICpiH
Oipikriperin Moxenbaepai (attention) madigamana oteipei, EUR/USD Banrora »KyObIHBIH OaraMblH Oip KYHIIK
Ooimkay MoceneciH KapacThIpaJbl. YII HEHPOHIBIK KeNiIiK apxuTekrypa 3eprremai: LSTM 0azanbik moneni,
bahdanau 3efiin Mexannsmi 6ap LSTM moneni sxoHe e3iH-031 3eiiinaey MexaHu3Mi Oap TpaHchopmarop mMozeli
(self-attention). Dxcmepument 2020 KpUIIBIH KaHTapbiHAH 2022 KBUIIBIH SKEITOKCAHBIHA JCHIHTT Ke3CHIETi
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TapuXW MHUHYTTBIK JiepekTepae xyprizinai. Hotmwkenep Hazap aynapy mexanusmi 0ap mozensaep LSTM nerisri
apXMUTEKTypachlHAaH aWTapibIKTail >KOFapbl eKeHiH kepceTTi. EH »akcel HoTmkenep Transformer momenimeH
aneraael (MSE=0.185, MAE=0.297, RMSE=0.431, MAPE=7.3%). Erxeii-rerkeiini tannay transformer MonemiHiH
TYPaKTBUIBIFBl MEH JQJIIriH pactansl. Attention MoJeibACpiHIH aHBIKTAIFaH apTHIKIIBLUIBIKTAPBI OJIAPIBIH aJl-
TOPUTMIIK cayfaja KOJAaHy IIEPCIIEKTHBACHIH HETi3Nell *oHe HaKThl cayla j>KardaillapblH OHTalIaHIBIPY
JKoHe OediMJey YIIiH KOChIMINA 3epTTeyepi KakeT eTedl. Atam alTKaHaa, KOChIMIIA 3epTTeynep attention Mo-
JICNBJICPIH cayna CTpaTersuiapbl MEH TOYCKeIAepHAi Oackapy »yieriepiMeH OipiKTipyre, cOHIai-ak HapBIKTBIK
KYOBUIMAJIBIIBIKTBIH KYPT ©3repyi KafFiaibIH/1a oap/blH MiHe3-KYJIKbIH 3epTTeyTe OarbITTaybl MyMKiH. COHBIMEH
KaTap, MPaKTHKAJIBIK cay/lajarbl OOImKaMIap IbH JKaJIIbl TYPAKTBUIBIFBI MEH CEHIMAIIITIH apTThIpy YIIIiH attention
apXUTEKTypaJlapbIH Oacka OoJpKay oicTepiMeH OipiKTipy MYMKIHIIKTEPiH 3€PTTCY YCHIHBLIA B

Tipek ce3aep: Toyimiktik Oomkay, Forex, aiipipbac Garammapbi, EUR/USD, HeHpOHIBIK JKelijiep, Hazap
mexanm3mi, Transformer, LSTM, e3innik Ha3ap (self-attention).
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'Kazaxckuii HalMOHANBHBIN yHUBEpCHTET UM. anb-Papadu, 1. Anmarel, Kasaxcran
*BporyiaBckuii yauBepcutetT Hayku u Texnosoruit (WUST), r. Bporuias, [Tonbiira

PABPABOTKA U OITUMM3AIMA HEMPOHHBIX CETEBBIX MOJEJIEN
C MEXAHU3MAMHU BHUMAHUA AJIAA BHYTPUAHEBHOI'O
INPOI'HO3UPOBAHUSA HEHBI TAPBI EUR/USD

AHHOTAHUA
B uccnenoBanum paccMarpuBaeTcsl MpodieMa BHYTPHIHEBHOTO IPOTHO3MPOBAHUS Kypca BAJIIOTHOW Tapbl
EUR/USD c ucmons30BaHAEeM pa3IHYHBIX HEHPOCETEBBIX apXUTEKTYP, B YACTHOCTH MOJEINCH, WHTETPUPYIOMINX
MEeXaHM3Mbl BHUMaHU (attention). beuTH MccieI0BaHbI TPU HEHpPOCETEeBbIe apXUTEKTYpPhI: 0a3oBas Moaens LSTM,
mozenb LSTM ¢ mexanusamom BHuManusi Bahdanau u monens Transformer ¢ mexanusmom camoBHUMaHust (self-
attention). DKCHIEpUMEHT POBOJMJIICS HA UCTOPHUYECKMX MUHYTHBIX JIAHHBIX 32 niepro] ¢ siHBapst 2020 o 1exadpb
2022 rr. Pesynbrarhl 1oKasany, 9TO MOJEIN C MEXaHM3MOM BHHMAaHHS 3HAYMTEIFHO IPEBOCXOASAT 0A30BYIO ap-
xutektypy LSTM. Hammyummie pe3ynbratsl ObutH modydeHbl Monenbio Transformer (MSE=0.185, MAE=0.297,
RMSE=0.431, MAPE=7.3%). [TogpoOHBIii aHaIH3 MOATBEPANI CTAOMIFHOCTh M TOYHOCTh Mojenu Transformer.
BeIsiBiIeHHBIE NTpenMyIEcTBa attention-mozeneii 000CHOBBIBAIOT WX MEPCIEKTUBHOCTD sl IPUMEHEHHS B allro-
PUTMHYECKOW TOPTOBJIe U TPEOYIOT NANBHEHUIINX UCCICAOBAHUI ISl ONTUMH3ALMH U aIaNTalH K PeaIbHBIM TOP-
TOBBIM YCJIOBHSIM. B uacTHOCTH, JanbHEHIINE HCCIIeI0OBaHKS MOTYT OBbITh HAIlpaBJICHbl Ha MHTErpalMIo attention-
MojieIel ¢ TOPTOBBIMH CTPAaTETHsIMH M CHCTEMaMH yIPaBJICHHUs] pUCKaMU, a TAaK)Ke N3ydeHUE MX IOBEJCHUS B yC-
JOBUSIX PE3KMX M3MEHEHMH PHIHOYHOM BoyaTmiibHOCTH. Kpome Toro, mpeiaraercsi nccieqoBaTh BO3MOXHOCTH
KOMOMHHMpPOBaHUS attention-apXUTEKTyp ¢ APYTMMH METOAAMH IPOTHO3MPOBAHMS IS TTOBBIIICHUS OOIIEH yCTOM-

YMBOCTHU M HaJISKHOCTH IIPOTHO30B B IPAKTHUECKOM TPEHIMHTE.

KaioueBble ciioBa: BHyTpHIHEBHOE NporHosupoBanue, Forex, BamotHble Kypcbl, EUR/USD, HelipoHHBIE
cetu, MexaHu3M BHUMaHus, Transformer, LSTM, camoBHUMaHUe.
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