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Abstract: Nowadays, betting has become one of the most well-known facilities in the modern world. Thus,
there occurred a plenty ofbookmakers which gotprofitable in the very shortperiod oftime. Sportprediction
is very important and interesting problem for machine learning algorithms. Research explores the usage of
one ofthe most mind-blowing phenomenases - the multi-agent system in the study o fthe world o fbets. Since,
ReinforcementAlgorithms are the irreplaceable ones in the study o fgamblings, we 1l show the implementation
and the meaning of the reinforcement algorithm. Study will consider the role of reinforcement algorithm
used by multi-agents to determine the winners and losers. Wel examine the efficiency ofa given algorithm
in the obscure surroundings. Moreover, we1l show the process of transferring the data among agents and
demonstrate its efficiency. Finally, we 1l provide cases where this solution can be useful in terms of business,
mathematics, etc.
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OVHAMUWKANBLL, 03rEPICTEN OPTAAAT bl MYNbTUAATEHTTIK XXYWEHI
KYWEWTE OUbITY A/ITOPUTMAEP1 HETI3IHAE 3EPAENEY

AugaTna: Llasipri Tauga cnopT caiibicTapblHa yThIC Tiry 3amaHayy LoramHblIL, el TaHbiMan OfblH-CayblL,
TypnepiHil 6ipiHe aitHanabl. CnopTThIl 63C Tirynep Key eTek >as mYcyMeH 6ipre, caH anyaH macene-
nep ge 6eTke wWhbira 6acTafdbl. 3epTTey, OYFiHri KyHHIl el B3eKTi TepMitHaepdil 6ipiH, MynbTIIreHT TiK
XKYienepaiy cnopT caiibicTapbiHa YThIC Tirygeri LonfaHbiCbiH LapacThbipagsl. HeiralTy anropiTmpaepi
uymap oiblHAapAbl 3epTTey4eri TanThipMac Lypan 6onraHabllTaH, 0Cbl anropiTMHIL XKY3ere acyblH XK3He
LOMAAHBICBIH aHblTan KBpceTeMis. XasbiiraH >KyMmbic MynTiareHTTik XYiienepgiy Helrad Ty anropuT-
MiHIL apuacblHfa CnoOpT OliblHAAPbIHAATbl YThICKEPAep MeH yThiAraHfapabl aHblLTan, ecenTey TaCifiH
kBpceTedi. Con YWwiH anropiTMHIL THIMAINIMIH WbIHalbl opTaga TeKCepin, HITUXKeNnepT Lbirapambi3.
CoHpaii-ay, MynbTHareHTTepAil B3AepiHily apacbliHaa aynapaTThl LaHWanblUThl THiMAI TacUTbIHbIH
3epTTeimi3. LlopbiTa Kene, anropiTMHIL LongaHy asnapbl MeH 6onalwayTarbl MYMKIHWINIKTEPI Typanbl
dKaH->Kal Thbl 3epaeneHei.

TYMHdi cB3gep: cnopT caiibicTapbiHa yThIC Tiry, MynbTiareHTTik XKYiienep, g-oubiTy, 0M>Ka, >Kai-Kyii,
iC-UiAMbIN

NCCNEJOBAHVE MYNbTUATEHTHBIX CNCTEM B AMHAMUWYECKW
N3MEHAEMOW CPEAE C NCMOJ/1Ib30OBAHVEM A/ITOPUTMOB
OBYYEHWNA C NOAKPEMNEHUVEM

AHHOTaumsA: CTaBKM Ha CNOPT ABAAOTCS OAHUM U3 CaMblX MONYNSPHbLIX BULOB Pa3BieyeHnii COBPEMEHHOTO
MUpa Ha CerofHALWHWA AeHb. BcneAcTBUE Yero GYKMeKEpPCKMe KOHTOPbI CTaau HEMMOBEPHO NPUGBINbHBIMM
3a OYeHb KOpPOTKOE BpemMs, YTO 3a Co6Oi NMPUBEKNO HeMano NPo6remM, O KOTOPbLIX MPUBOAUTCS HUKE.
MccnegoBaHne paccMaTpuBaeT OAMH U3 CaMblX YMOMOMPAUNTENbHbIX (DEHOMEHOB CETOAHSILLHErO AHSA, TO
eCTb MylbTMWAreHTHbIE CUCTEMbI B MUPE CMOPTUBHLIX CTABOK. PaccMaTpuBaeTCs peannsauns U CMbicH
06y4eHNs ¢ NOAKPENNEHNEM, B BUAY TOr0, YTO AaHHbIA BUf 0BYYEHWUS HE3AMEHWUM B U3YYEHUU CMOPTMBHbIX
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CTaBOK. ANrOpUTMBbI 06y‘-IeHVIF| C noaKpenneHnem Hes3aMeHMMbl B aHa/ln3e as3apTHbIX Wrp, MNO3TOMY

nccneaoBaHne PaccMOTPUT PONb  0ByuYeHNs,

NCNONIb3yeEMbIX MY/bTHUareHTamu,

4yTOObl OnpefenuTb

nobeanTeneit u npourpaswmx. MpoTecTUpoBaHa 3hPEKTUBHOCTb anropuTMa B peanbHON cpefe. Takoke
LEeMOHCTpUpYeTCs Mpouecc nepefayn [aHHbIX Cpedn MynbTuareHTOB W pe3ynbTaTMBHOCTbL npolecca,

cthepbl NPUMEHEHNS anropuTMa.

KnwoueBble cnoBa: CTaBkKW Ha CNopT, MyAbTuareHTHble CUCTEMbI, q—o6yqe|-w|e, Harpaga, COCTOsHME,

feiicTBue

Introduction

Firstofall, lwould liketo introduce aproblem
I want to face. At the present time, there are a lot
of problems caused by a betting establishments.
Many families have getting divorced. There are a
bunch of bankrupt, gambling addictions, anxiety
and depression, even suicide risks. | personally
believe that these facilities have to go under.

The disclosure of the work patterns of
betting offices would turn the world upside
down for all intents and purposes. There is still
no precise way to attain a formula to compute
the probability of win. Many researchers tried
to beat the bookmakers. However, all attempts
were futile.

The objective of the research is to show
the work principle of one of the most profitable
businesses - betting establishments and try to
beat them. Relevance of this research can’t
be underestimated since Machine Learning is
the main tool in the study of bets, sports and
forecasting in general.

Target-setting

Inlight oftechnology age, mostbookmakers
have their own web-site. The most popular ones
are olimp.kz, Ixbet.kz, profitbet.kz, tennisi.kz,
etc.

| chose Kazakhstan’s betting office named
tennisi as the example of the bookmaker.

| was focused on a tennis due to plenty of
facts. First of all, there are only two options in
tennis: player 1 wins and player 2 loses or vise-
versa, player 2 wins and player 1 loses. It means
that computing the probability of win or lose
would be much easier because we don’t need
to consider a draw situations. Usually game
is played to 6 points. If draw occurs players
continue their game adding 2 points required
to win. For example, if the score is 5-5, player
needs to win with 7-5.

Secondly, tennis game doesn’t depend on
external factors such as the weather, health of
players, etc. So, we’re minimizing the ‘domain’
of probability calculation by eliminating these
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factors above in order to make the process easier
and convenient.

Data Processing

As you can see, scraper collects all the data
| added
gueue because of the potential enormous amount
of data. If all requests handled immediately, it
will lead to overloading of the server and the
next situation might happen: one request is still
loading, but the next one is already handled, and

from web-site and puts it into a queue.

everything goes in the wrong order. Therefore, |
use message-brokerwhich will handle all requests
in a right time. After queue the information
is stored in a DBMS (Database Management
System), MongoDB,
can be exported in a CSV (or any other) format.

Introduction to Q-Learning:

In this research | used qg-learning algorithm
as the reinforcement algorithm which is based on
the Q function that calculates the optimal road to

in this case. Then, this data

a goal (orjust win).

The function adds new reward to maximum
amountofprevious reward multiplied by discount
factor.

First, we need to initialize our g-function and
g-table where initial values are zero. Then agent

starts exploring the environment and performing
actions. Each action gives certain result: negative,
positive or neutral (just zero). So, agent starts
learning based on empirical knowledge.

1 Initialization
V(s) e R and 7r(s) € A(s) arbitrarily for ail s 6 S

2. Policy Evaluation
Repeat

0«0
Foreachs € S:
vV V(s)

V(s) *- Ey, rP("lrI*>w(e))[r + 7v'(€)]
O «—Tax(4, W- V(s)|)
until 4 < 9 (a small posmve number)

3. Policy Improvement
policy-stable + true
For each «£8§;
a 7r(s)
w{s) argmaxaE~NorP(A®,a)[r- MV (s)]
If af 7r(s), then policy-stable t—false
If policy-stable, then stop and return V and 7 else go to 2

Fig. 2. Pseudocodefor Q-Learning
Application of Q-Learning

Next action is importing the information from
a database and sending it to an agent.

First, let’s see what agent is. Agent is an
entity that do some independent actions in order
agent

to achieve a certain goal. In addition,
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Fig. 3. Learning Algorithm

155



BECTHUK KA3AXCTAHCKO-BPUTAHCKOIO TEXHNYECKOIO YHUBEPCUTETA, Ne4 (51), 2019

can not only use the previous downloaded and
programmed knowledge, butalso learn something
new to reach this goal. In other words, agent can
use its empirical knowledge (knowledge based
on past experience).

Agent sends request to several models (we
can use only g-learning based model or several
independent models with different algorithms)
predictions. After getting a
prediction, agent submits it to bookmaker and
gets the result if it’s correct or not. This is how
the agents learn.

The classical

and asks their

model of machine learning
divides the data into two sets: train data set and
test data set. However, nowadays we use train,

validation and test data division.

Comparison
To summarize, let’s compare all reinforcement
learning algorithms with g-learning algorithm.

Q-learning Other reinforcement
algorithms
Policy Off-policy (explores On-policy (doesn’t
the environment) explore)

Environment  Discrete, but can also Either discrete or

Conclusion

To sum up, the research shows abilities of
machine learning, g-learning, to be exact, in the
study ofthe world of bets. As a consequence, the
solution can be applied on many fields of game
theory and discover the new opportunities in this
area.

Therefore,
solved such as exchange rates forecasting, frauds

many similar problems can be

in gambling and so on. In other words, we will
have areal ‘mind’which does all the calculations,
analysis without any mistakes in them.

Research provides agreatusage ofmulti-agent
systems in sports betting and considers one of the
large betting establishments, namely tennisi.

The prototype which is written on Python 3.7
can be used in a future investigation. Project is
flexible and can be overwritten in many languages
with many algorithm types of reinforcement
learning.

Work discovers potential power of the
g-learning in modern world with application in
sports betting.

We achieved greatresults in this period oftime.
As afuture work, I want to develop my ideas and
improve the performance rate, minimize time and
memory consuming and expand the use cases.
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