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Abstract

This research is aimed at using artificial intelligence to improve agricultural practice in Kazakhstan. It
focuses on tomato leaf disease detection and fertilizer optimization. Deep learning models — including GoogleNet
(InceptionV3), VGG16, ResNet50, MobileNetV2, and a custom Convolutional Neural Network (CNN)-were
evaluated for disease detection. GoogleNet had the highest accuracy of 99.72%, which shows its capability to
detect tomato leaf diseases. For the optimization of the fertilizer, different machine learning-based models, namely
Decision Trees, K-Nearest Neighbors, CNN, Gradient Boosting Decision Tree, LogitBoost were assessed using
various PCA features. The CNN model that used six PCA features achieved the best accuracy at 97.58%. This shows
how good features can help in prediction. The results show using Al technologies can significantly increase the
agricultural productivity and sustainability of Kazakhstan through precise detection of diseases and optimized use
of resources. In the future studies, models should be deployed to the real-time system of agriculture and also should
be expanded to more crops and conditions.

Keywords: optimization, computer vision, machine learning, deep learning, convolutional neural networks,
agriculture, artificial intelligence, plant disease detection, fertilizer optimization, predictive modeling.

Introduction

Kazakhstan is undergoing transformation in agriculture which is an important element of the
economy through technology. Greenhouse automation and precision agriculture, amongst these will
enhance productivity, sustainability and resource efficiency. It is essential for greenhouse operators
to conduct both plant and water diagnosis for better returns and low losses.

Kazakhstan’s agriculture is a top-tier industry that could benefit from Al-based solutions
tremendously. For example, the Turkestan region provided 34% of the country’s tomato production
in 2021 thanks to the ideal combination of warmth, nutrients in the soil and the infrastructure for
irrigation. Nonetheless, faced with crop diseases and low resource efficiency, the region—and the
country in general—faces problems. Due to those problems, people tried a lot of methods to manage
the crops.

This study centers on the developing solution namely fertilizer prediction and tomato disease
detection in agriculture using Al along with machine learning and computer vision. The objective of
the research is to make use of a dataset, having N,P, and K in the soil, temperature, humidity, pH, and
rainfall. Analyzing these factors can help in AI’s prediction of the exact dosage of fertilizers to utilize
for plants while preventing environmental hazards.

In addition, the research looks at how to detect tomato diseases, which influence tomato yield.
The project looks at 10 types of diseases of tomatoes like yellow leaf curl virus and other diseases
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along with healthy plants. This study compares various models using CNN (Convolution Neural
Networks) with the most popular option being VGG16, ResNet50, MobileNetV2, and EfficientNetB0
to find the most efficient architecture for disease classification.

Kazakhstan has launched the greenhouse industry. In 2021, more than 2500 hectares of
greenhouses were registered, including 300 hectares of high-tech complexes. But present-day
greenhouse systems are labor-intensive for monitoring and intervention. Al tools like fertilizer
prediction and automated disease diagnosis can greatly boost greenhouse automation. As a result,
this allows for timely intervention and reduction of labor work.

The current study presents Al-powered insights for the management of resources and plant health
with a view to furthering the greenhouse automation system development. Solutions which will best
address problems in agriculture on one hand and solutions which will assist in sustainable agriculture
in Kazakhstan on the other hand are proposed.

Machine learning and deep learning methods have made great strides in detecting and classifying
plant diseases, particularly tomato plant diseases. Different methods have been explored by various
researchers to obtain a disease detection system effectiveness and capability.

An innovative approach employing the Random Forest algorithm was explored by O. Rama
Devi et al. fertilizer prediction is 99.27% based on the environment, soil and plant conditions. The
study revealed that Random Forest outperforms the K-Nearest Neighbors model (75%), Decision
trees (83%) and Support Vector Regression (88%) among other models. Even though the outcomes
of the study were reliable but depending on a specific dataset from Kaggle will require it to be more
generalized for data [1]. S. Vaishnavi et.al., in their dependency analysis of soil and environmental
factors leading to fertilizer recommendations considered nitrogen, phosphorus, potassium, humidity,
and rain and more. A comparison of machine learning algorithms like SVM, Random Forest, Decision
Tree and Naive. Their SVM achieved the highest accuracy of 97% [2].

Md Shahid Ali et al. performed an optimization with the AODE algorithm, which combined
agriculture datasets that led to crop yield predictions and customized fertilizer recommendations.
The objective of Precision Agriculture is to improve the different resource allocation and crop
management strategies. According to the report, the level of accuracy of the model is 76.36%. The
study gave us new knowledge about using machine learning in farms. But it also used certain datasets
and therefore has limited generalization to other crops and farming conditions [3].

Recently, deep learning techniques have made the work more accurate and efficient. A deep
learning model was proposed by Mohanty et al. using AlexNet and GoogleNet architectures. The
GoogleNet attained accuracy of 99.35%. Although it was quick to classify, the model took a long
time to train [4]. In a similar way, Sladojevic et al, used a Convolutional Neural Network (CNN),
obtaining a classification accuracy of 96.3%, although fine-tuning of the model was needed [5].

Brahimi et al, achieved a significant 99.18% accuracy through CNN-based architectures. Even
though CNN’s ability to extract features automatically was efficient, it still had a computational
cost [6]. Fuentes et al, used Faster R-CNN with VGG-16 for object detection techniques to improve
accuracy and reduce false positives during training [7].

Durmus et al, assessed SqueezeNet and AlexNet in a lightweight model, which found AlexNet
giving a better accuracy rate of 95.65%. SqueezeNet was computationally efficient but worked poorly
with small batch sizes. Also, Rangarajan et al, used a pretrained deep learning model and achieved
97.49% accuracy with AlexNet with minimum execution time [8].

Recent studies have also focused on enhancement with optimization and augmentation. Zhang
et al, explored using ResNet with stochastic gradient descent (SGD), and his achieved accuracy
was 97.28%. They focused on computational efficiency through fine-tuning [9]. At the same time,
Jiang et al, established the INAR-SSD model that achieves high real-time accuracy but less explored
algorithm applications [10].

To overcome the issues with overfitting, Adhikari et al, used data augmentation in their CNN-
based model and achieved an accuracy of 89% overall. Results showed that transfer learning can
increase the classification results [11].
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To sum up, the deep learning models having CNN architecture, namely VGGNet, ResNet, and
AlexNet, are among the most noteworthy methods for tomato disease detection with accuracies over
99%. Yet computational complexity, training time, and real-time optimization are all critical issues.
In the future, studies should involve lightweight models, advanced feature extraction, and transfer
learning for high performance in large-scale agriculture.

Devi Priya and others invented ENSEMBLED CROPIFY, a scheme that recommends the crop,
gives fertilizer suggestions, and detects leaf diseases. This system employs various machine learning
models for crop recommendation, achieving impressive accuracies, as detailed in Table 9: Random
Forest (99.67%), Naive Bayes (99.45%), and SVM (97.36%). For leaf disease classification, the
system uses ResNet architecture. This combined method ensures exact suggestions and practical
insights, resulting in increased agricultural productivity [12].

The problem statement of the research is formulated as follows: it is necessary to evaluate and
analyze the performance of various machine learning and deep learning architectures to accurately
identify and categorize diseases in tomato plants while also incorporating recommendations for crop
selection and fertilizer usage. The study aims to develop and optimize models providing the most
accuracy, precision, recall, and F1 score. The study aims to develop a reliable, efficient, and holistic
solution for diagnosis of diseases and management of agricultural affairs by comparing different
architectures and optimizing their parameters.

Materials and methods

Datasets

Tomato Disease Detection Dataset

In this research, the data set for the detection of tomato diseases contains 14529 images (256 x
256 pixels). These images are categorized into 10 classes based on tomato diseases and healthy
leaves. All classes are kept in individual folders to make it easier to classify them. A serious problem
associated with this dataset is that some classes have much more images while others are fewer. For
example, one class has 4,286 images and another class contains only 299 images. If left uncorrected,
this imbalance can cause the model to train poorly and lead to bias.

early blight late_blight healthy bacterial_spot leaf_mold

septoria_leaf_spot spider_mites target_Spot tomato_mosaic_virus tomato_yellow_leaf_curl_virus

Figure 1 — Sample tomato leaf images from the dataset,
showing healthy and diseased classes

The image shows examples of the tomato leaf dataset used for this research. It shows what each
class looks like. The images show symptoms of many diseases, as well as healthy leaves, which can
be used to develop models for image-based disease detection.

Fertilizer Prediction Dataset
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The fertilizer prediction dataset contains seven key features crucial for determining crop health
and growth. Their features are nitrogen, phosphorus and potassium content of the soil (kg/ha), along
with environmental factors temperature (c), humidity (%), soil pH (0 to 14), and rainfall (mm).
Each data point has been labelled with the crop most suitable for given conditions. This dataset is
organized and designed for supervised learning tasks such as classification or regression.

The Figure of the table below shows some data of nitrogen (N), phosphorus (P), potassium (K),
temperature, humidity, soil pH and rainfall along with the crop.

Crop_recommendation
N P K temperaturs humidity ph rainfall labal
;42- -13-20-5?‘9?4371 -EIZ-WE?'MEE -E-ED?BHEESEODWN -20233-55362 -n@e |
B5 5B 41 21.77046169 B0.31084408 7.038006361 2266555374 rice
B0 55 44 2300445815 B2.3207629 840207144 263.96424T6 L=
T4 |35 40 26451096835 B0.15836264 5.930400905 242 8640342 rica
T8 | 42 42 2013017482 B1.60487287 T.B2B4T2891 262173405 nice
68 37 42 23.05804872 BAITONITTZ T.073453503 251.0549958 rice
8 69 | 55 38 22 TOBBAITSE B2.63941354 5. T00B0568 2713248804 nica
84 | 53 40 2027774382 R2.E9408619 S.T1BE2TITTO006EE  241.59741948 nca
10 B9 54 3B 2451588066 BI.S53521629990009 G.635346424 2304462350 nca
68 58 3B 2322307386 B3.03322601 B.A3E253585 221 3091958 nca
B1 53 40 26.52T23513 B1.41753B46 5386167788 264 6148607 rice
13 B0 46 42 239TEOEZ1T B1.45061506 T.502B83396 2500832336 rice
14 78 58 44 2680070604 BO.BBGA4R22 5108681786 2844364567 rice
1f B3 56 36 24.01407622 B2.05687182 698435368 1852773380 rice
16 84 50 37 2506585205 BO.GE3AS045 6.94801983 209.5869T08 L=
60 | 48 39 2428209415 B0.30025587 T.04229006809990985 231.0B63347 L=

Figure 2 — Feature distributions in the fertilizer prediction dataset

Every row is a complete profile that is used to assess what crop would be most suitable under
given environmental conditions.

Preprocessing Steps

Tomato Disease Detection Dataset Preprocessing

For each deep learning architecture (GoogleNet, VGG-Net, ResNet, MobileNet, Custom CNN)),
two models were trained: one with data augmentation and the other without. To overcome the
unequal representation in the dataset, the augmented models used sizes of rotating flipping scaling
and cropping to increase representation of underrepresented classes. The inclusion of semantic
comprehension tasks contributed to a more diverse dataset and helped improve the robustness of
the models. We changed the size of all images to 256 x 256 pixels. Similarly, we changed the pixel
values from [0, 256] to [0, 1]; to help faster convergence while training.

The training, validation, and test sets of the dataset adopted a stratified sampling approach.
There was a proper distribution of classes in the train, validation and test sets. While training,
learning rate, batch size, epoch, and other parameters were tuned for optimal performance. To further
prevent overfitting in CNN architectures and improve generalization, overfitting dropout, and batch
normalization techniques were integrated.

The image shows the different conditions of tomato leaves from the dataset. The states differ
based on disease and healthy appearance. The pictures show how producing data was done by
using rotating, flipping, scaling, and cropping in the data set. With the help of these manipulations
robustness of the models is increased as they are provided with more varied examples of each class.
The models learn more robust representations of each class.
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Figure 3 — Examples of Data Augmentation Techniques on Tomato Leaf Images

Fertilizer Prediction Dataset Preprocessing

The fertilizer prediction dataset underwent normalization to scale numerical features uniformly,
improving model performance and preventing bias due to differing feature ranges. Principal
Component Analysis (PCA) was used to reduce dimensions by retaining the most important features.
Many experiments were done with combinations of six, five or four features (out of total seven) to
identify best set of features which gives the best result in terms of accuracy, precision, recall and F1-
score. We split the dataset into the training, validation, and testing subset to check the robustness of
the models.

Evaluation Metrics

All models are evaluated using four metrics which include accuracy, precision, recall, and F1
score. The accuracy is the measure of how many classifiers were correct with answer predictions.
Mathematically, the accuracy is defined as the sum of true positives and true negatives divided by
total instances. Precision measures the proportion of positive samples accurately predicted from all
samples predicted as positive and indicates the model’s ability to reject negative samples. Recall,
which is also called sensitivity, is the percentage of positives that were predicted out of the total actual
positives. It assesses whether the model recognizes all relevant instances. F1-score balances precision
and recall by calculating their harmonic mean, allowing for a more complete measure. The metrics
for each model on the test dataset were calculated so that comparisons between architectures and
machine learning methods are consistent and fair. We used the results to find the best configurations
for the tomato disease detection and fertilizer prediction tasks.
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True Positives + True Negatives

Accuracy =
y Total Number of Samples
Precisi True Positives
recision =
True Positives + False Positives
True Positives
Recall =

True Positives + False Negatives

Precision X Recall
F1 Score =2 X

Precision + Recall

Evaluation of Deep Learning Architectures for Tomato Disease Detection

Today, specially designed computer vision architectures help feature extraction, classification,
and optimization make the computer vision systems more reliable and robust. This study analysed the
connectivity and performance of Googl.eNet, VGG, ResNet, MobileNet, and Custom Convolutional
Neural Network Architecture. Each architecture differs in design philosophy, computational
complexity, and adaptability, making their evaluation essential for industrial applications.

GoogleNet

GoogleNet employs inception modules that concatenate multiple convolutional filters (1x1, 3x3,
5x5) to capture multi-scale spatial information. Having 22 layers and less parameter in comparison to
VGG makes it perform well at reasonable cost. This structure is excellent for relying on high-quality
error-free operations without too much hardware. Figure 1 shows GoogleNet’s design.

Inception
Input %] B P3 M1 FC

| Crutput

2

Figure 4 — GoogleNet Architecture

This shows the GoogleNet architecture which has inception modules which can deal with
multi-scale spatial information at low parameters. This architecture can perform complex image
recognition tasks while using less computational resources, making it useful for environments with
low hardware capabilities. The image shows how different convolutional filters are stacked and
combined in GoogleNet which allows it to have higher accuracy with less computation.

VGG-Net

VGG uses a series of small (3%3) convolution filters and pooling layers sequentially to construct
a deep network having an architecture of 16 or 19 layers. Even though it achieves high accuracy, it
needs a lot of computations because it has a high number of parameters. This architecture is useful
for feature extraction because it learns features in a hierarchical way. The VGG architecture is shown
in Figure 2.
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Figure 5 — VGG-Net Architecture

This figure displays the detailed structure of the VGG architecture, characterized by its deep
layers of small 3x3 convolutional filters followed by max pooling layers. The image shows that as
the more layers are used, the less spatial dimensions are used and more depth is used to extract and
learn features. VGG makes use of high numbers of convolutional layers stacked on top of each other
to get high accuracy. This accuracy, however, comes at the cost of high computation due to the high
number of parameters.

ResNet

ResNet solves the vanishing gradient problem with residual connections that allow gradients to
flow more readily through the network. Variants of ResNet-50, ResNet-101, and ResNet-152 allow
scalability to deeper networks. ResNet performs excellently in cases where deep models are required,
and it trains reliably and accurately. The structure of ResNet is shown in Figure 6
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Figure 6 — ResNet Architecture

This diagram shows the architecture of ResNet and how it uses residual connections. These
connections serve as transitions between layers, allowing gradients to skip over layers and flow to
earlier layers, thus solving the vanishing gradient problem. The sequence of layers that make the core
of ResNet include convolutional blocks and identity blocks. It trains the very deep networks. The
ResNet architecture is capable of high accuracy, and training, offering high accuracy and training on
deep learning on a variety of tasks.
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MobileNet

MobileNet uses depthwise separable convolutions that drastically lower the cost but provide
a high end performance. This is particularly useful for mobile embedded systems. This allows for
deploying a neural network on a device with limited computing power—Iike a smartphone, [oT, or
an embedded device.

MobileNet type lightweight networks can run self-sufficient tasks that require real-time decision
making. Examples of use: real-time object detection, image classification, face recognition and
edge computing. MobileNet is very powerful as it can compute quickly and take less power for its
computation. MobileNet treads the fine path of efficiency that is speed and power.

MobileNet is a widely used architecture because of its simplicity and modularity. The process of
applying depthwise separable convolution can be seen as a factorization of the standard convolution.
This factorization includes two streamlined operations, depthwise convolution, and pointwise
convolution. The former does spatial filtering and the latter combines features across channels.

By using this method the number of trainable parameters and the computing complexity has
decreased considerably while still giving comparable performance to conventional architectures.

As we can see in figure 7, MobileNets are made up of depthwise separable convolutions. These
operations have a lightweight architecture for efficient processing.

128x128:3 128x128 32x32 axa

MobileNetV2
-»> = et
Preprocessing  3x3 Conv, ReLU Max pool 2x2

Figure 7 — MobileNet Architecture

MobileNet architecture is shown in this figure which is developed for better efficiency. It shows
a use of depthwise separable convolutions which reduces the time complexity significantly while
maintain efficiency. The flow starts from preprocessing and passes through various convolutional
and pooling layers, finally reaching the full connection layer for classification. MobileNet’s blocks
have been optimized to make the model work with minimum resources making it a good option for
speed and low power usage.

Custom Convolutional Neural Network

For this study, a custom-wise convolutional neural network (CNN) was developed which satisfied
the requirements of the study. The design was carefully made to balance the model complexity and
computation efficiency while ensuring robust performance and keeping the model light enough. The
structure of the network involves four convolutional layers, which are layers that extract features,
and is followed by max-pooling layers to reduce overfitting.

The model will make use of 32 filters in the first convoluted layer. The model will leverage this
to get patterns and images from the input outlined image. In later layers, the number of filters in each
layer gradually increases to 64. The layers learn more complex and abstract features as the layers
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get deeper. By using max-pooling after every convolution block, high spatial information is retained
while the computational cost is reduced.

To enhance generalization and reduce overfitting, we utilize a rescaling layer to preprocess the
input images. This layer scales pixel values to the range [0, 1]. normalization helps in numerical
stability and speeding up training process. Near the network’s conclusion a dense layer having 64
neurons and ReLU activation gets high-level representations. The output layer contains 10 neurons
having a softmax activation function. The neural network is therefore suitable for the multi-class
classification problem.

The model uses the Adam optimizer and a sparse categorical cross-entropy loss function to
optimize its performance and training. The training of the model gets stopped in case the model
overfits. In this way, it performs better on unseen data.

Inpt Hascahe Conwl
8 1 800 BB B 1801 S0wAE

Figure 8 — Architecture of the Custom CNN

Figure 8 shows how the layers of the Custom CNN are arranged. While training, early stopping
was employed that halts the training once the model has started to overfit.

This architecture creates a balance between depth and computational cost. Thus, it is very flexible
for any industrial application. Such as, defect detection in production lines. It effectively extracts
important features without being too complex.

Analysis of Machine Learning Models for Fertilizer Prediction

The fertilizer prediction task was approached using various machine learning techniques, each
tailored to analyze the dataset’s features and provide accurate predictions. The following sections
summarize how we used different models and what they revealed.

K-Nearest Neighbors

K-Nearest Neighbors is a simple, instance-based learning algorithm that classifies a data point
based on the classes of'its nearest neighbors. KNN identifies the k neighbour points in the feature space
and assigns the most common class among the neighbours which is to be assigned to the new point.
The algorithm is non-parametric. It makes no assumptions about the data’s distribution. It works best
when the decision boundary is not well defined. The hyperparameter k is a crucial component that
can impact a model’s performance. When larger values of k are used, a smoother decision boundary
is produces. Conversely, smaller values of k produce more flexible decision boundaries.

In this research, using KNN the crop suitability was predicted by using soil nutrients, temperature,
humidity and pH features. The experimental determination of k was made to optimize the model.
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Decision Tree

Decision Trees are tree-type classifiers. Here, each internal node is a feature (or attribute), each
branch is a decision rule and each leaf node is an outcome (class label). To develop the tree, we
continually split the data according to the feature that generates maximum information gain, or
reduction in Gini impurity. Trees made from the Decision Tree model are easy to interpret as the tree
can be visualized easily and traced accordingly to understand the decision made for any data points.

For our purpose, we applied Decision Trees to predict the type of crops a farmer should grow
relative to soil nutrients and environment. The tree classifies the best crop for a given set of conditions
by splitting on features like nitrogen levels or rainfall.

Convolutional Neural Network

While CNNs generally function on image data, this tabular dataset was experimented with by
converting its features to be arranged in a matrix. By employing such a method, CNNs managed to
benefit from their structural arrangement for gathering features. Even though CNNs applied a new
application, tabular-specific models still did better.

K-Means Clustering

The K-means algorithm was used as an unsupervised learning technique to find hidden patterns.
K-Means helped in discovering the potential relationship between features and distribution of the
cluster by clustering the similar data points together. Nonetheless, it needed precise tuning of number
of clusters (k) to fit with the structure of the data.

Gradient Boosted Decision Trees

Gradient Boosted Decision Trees make a strong predictive model by combining a number of
weak decision tree learners. There was a high performance of GBDT after minimizing errors and
optimizing weights on fertilizer dataset. It handles feature interactions and imbalanced data really
well and therefore, the best out of all other models tested.

Gradient Descent Applied to Logistic Regression

Logistic regression model basically computes the logits that are the computed value the value is
obtained by multiplying the input features with weights and adding bias. The softmax function
translates these logits into probabilities in deep learning algorithms. The softmax function takes the
raw scores and normalize those to obtain probabilities of each class. The softmax function is used for
multi-class classification. For multi-class classification, the softmax function is defined as:

exp(logit
Py =kl x)=— p(logit;)

Zk:l exp(logity)

where logity is the raw score for class k, and P(y = k | x) is the predicted probability for class ¥.

Gradient descent works by adjusting the model's parameters repeatedly to minimize the
difference between predicted probabilities and true labels. We determine the error by subtracting the
true label (one-hot encoded) from the predicted probabilities. After this, we compute the gradients
of the weights and bias by evaluating the cost function cross entropy loss’s derivatives. The cost
function helps measure how accurate our model is. The gradients show how much each parameter
contributes to the error, so to reduce the error the change in each parameter needs to occur in the
negative gradient direction.

At each epoch of the gradient descent process, the weights and bias are updated using the
calculated gradients. The update rule for the weights and bias is as follows:

weights = weights — 1+ Vyeig pes
bias = bias — 1 - Vy;ys
where learning rate is represented by , which is a hyperparameter that governs the step size of the

learning algorithm. The process is done for a fixed number of epochs until there is no improvement
in the accuracy of the model.
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Results

Inthisresearch, performance of various deep learning models for detecting tomato leaf diseases was
evaluated. The evaluated models are GoogleNet (Inception V3), VGG16, ResNet50, MobileNetV2,
and Custom CNN. Each model was trained using a specific learning rate. Subsequently, the metrics
were calculated on their performance. These metrics include accuracy, precision, recall and F1 score.

The results are provided in the Table 1.

Table 1 — Deep Learning Model Metrics for Tomato Leaf Disease

Model Learning Rate Accuracy Precision Recall F1 Score
GoogleNet(InceptionV3) 0.00001 0.8972 0.8972 0.8972 0.8972
VGGl6 0.001 0.9640 0.9634 0.9640 0.9650
ResNet50 0.001 0.9833 0.0833 0.9833 0.0833
MobileNetV2 0.001 0.9271 0.9269 0.9271 0.9263
Custom CNN 0.001 0.9588 0.9589 0.9588 0.9586

The results show that GoogleNet (InceptionV3) achieved the highest accuracy at 99.72% and
ResNet50 at 98.33% The Custom CNN, as well as VGG16, performed well with accuracies of
95.88% and 96.49% after fine-tuning the model. To me MobileNetV?2 had the least accuracy out of
these models. It is 92.71%. Results suggest a deeper architecture such as GoogleNet or ResNet50
may work better for tomato leaf disease detection tasks.

Using these effective models in farming could help find and manage tomato leaf diseases
quicker. This could improve growing production and lower losses. Future research may focus on
implementing these models in real-time systems and use in precision farming.

I also looked at how machine learning models can help use fertilizers better. I also used
PCA to reduce feature dimensions. Models like Decision Tree (DT), K Nearest Neighbors
(KNN), Convolutional Neural Network (CNN), Gradient Boosting Decision Tree (GBDT) and
LogitBoost(Logistic Regression with Gradient Descent) were trained with different numbers of PCA
features. Table 2 shows how well they performed.

Table 2 — Model Performance with PCA Features for Fertilizer Optimization

Model PCA features Accuracy Precision Recall F1 Score
DT 3 0.6833 0.6920 0.6892 0.6826
DT 4 0.8303 0.8338 0.8341 0.8319
DT 5 0.8394 0.8413 0.8379 0.8377
DT 6 0.8833 0.8902 0.8888 0.8863
KNN 3 0.7470 0.7476 0.7470 0.7429
KNN 4 0.8348 0.8924 0.8848 0.8842
KNN 5 0.9273 0.9340 0.9273 0.9266
KNN & 0.9636 0.9670 0.9636 0.9631
CNN 3 0.7470 0.7556 0.7470 0.7478
CNN 4 0.2864 0.8873 0.8864 0.8853
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Continuation of the Table 2

Model PCA features Accuracy Precision Recall F1 Score
CNN 5 0.9333 0.9353 0.9333 0.9332
CNN 6 0.9758 0.9765 0.9753 0.9753
GBDT 4 0.8076 0.8242 0.8076 0.2046
GBDT 5 0.8500 0.8580 0.8500 0.3403
GBDT 6 0.3803 0.8852 0.3303 0.3739
GBDT 7 0.9379 0.9405 0.9379 0.9334
LogitBoost 5 0.7985 0.8174 0.7935 0.7838
LogitBoost 6 0.3803 0.8852 0.8803 0.8789
LogitBoost 7 0.9015 0.9090 0.9015 0.8995

Fertilizer Optimization, model performance generally improved with the increase in number
of PCA features. The accuracy of Decision Tree model improved from 68.33% to 88.33% with the
three PCA features and the six PCA features respectively. Likewise, as the PCA features increased
from three to six the accuracy of K-Nearest Neighbors model increased from 74.70% to 96.36%.
The Convolutional Neural Network achieved an accuracy of 97.58% with six PCA features. The
performance of Gradient Boosting Decision Trees and LogitBoost also improved as more PCA
features were used.

The findings suggest that using the best amount of PCA features can greatly improve the
prediction performance of many machine learning models in fertilizer optimization. But the number
of features should be balanced to avoid overfitting. Overfitting is especially true in high variance
models.

In summary, using deep learning for detecting tomato leaf disease and using the PCA technique
with a machine learning model for fertilizer optimization will be useful for precision agriculture in
Kazakhstan. By using these technologies experts say more efficient utilization of resources, timely
disease control, and ultimately increased crop yield which may boost the economy of the area.

Discussion

The integration of Al-driven solutions in agriculture presents significant opportunities for
enhancing productivity and sustainability, particularly in regions like Kazakhstan. This research
looked at how well different deep learning models could detect tomato leaf diseases and machine
learning models that used Principal Component Analysis (PCA) features could optimize fertilizers.

GoogleNet (InceptionV3) and ResNet50 models were found to be among the best-performing
methods in tomato leaf disease detection with the accuracy of 99.72% and 98.33%. The previous
studies that show how deep convolutional neural networks are effective in plant disease identification
have found similar results. The excellent precision and recall values further demonstrate the robustness
of these models in classifying tomato leaf diseases accurately.

To improve fertilizer, using the right number of PCA features helped make a good prediction of
machine learning models. The Convolutional Neural Network attained an accuracy score of 97.58%
with six PCA features. This indicates that using fewer but relevant features help improve the outcome
of the task. This method conforms with research that highlights the importance of feature tuning to
improve crop yield prediction models.
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Conclusion

This study shows how Al solutions can change farming in Kazakhstan to become more precise.
GoogleNet(InceptionV3) and ResNet50 have proved to be 99.72% and 98.33% accurate, respectively,
in the assessment of tomato leaves diseases by using deep learning models. Such high precision
allows early disease detection, which allows for interventions that will significantly decrease crop
damage and improve quality.

Using PCA features has improved the performance of machine learning models for fertilizer
optimization even more than basic data features do. The Convolutional Neural Network had an
accuracy of 97.58% with six PCA features. Thus, dimensionality reduction can enhance model’s
efficacy significantly.

It helps to apply fertilizer correctly, thereby facilitating sustainable farming and reducing
environmental impacts with limited resources.

Using these Al technology trend is align with world trend in smart agriculture data-driven
decisions sustainable crop management. With such models doing well in Kazakhstan’s agricultural
landscape, they promise better productivity besides making Kazakhstan a leader in innovative
sorghum farming solutions.

In the future, models should be deployed for the practical use in real-life agricultural sites, which
can be studied in varying environments and diverse types of crops. Moreover, making dataset larger
so it covers more diseases and other crops will increase the strength and universality of the models.
Working together with farming professionals who live in Kazakhstan will help make sure that the Al
solutions are exactly what the country needs.

To sum up, ai will be important in enhancing food and economic security in Kazakhstan if used
in agriculture. Agriculture industry without new and advanced technology cannot move forward.
New technology adoption is a must. Only with new technology will agriculture more efficient and
productive to meet the growing needs of society.
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'Kaszakcran-bpuran TeXHUKAIIBIK YHUBEPCHUTETI, AJIMATHI K., KazakcTan

AYBIJI LTAPYAIIBIJIBIFBIHAAFBI 2KACAHAbI UHTEJIJIEKT
HET'I3IHAEI'T HIEINIMAEP: MAIIUHAJIBIK OKBITY
’KOHE KOMIIBIOTEPIIK KOPY APKbILJIbI TBIHAUTKBIIITAPIbI
BOJI’KAY )KOHE KbI3BAHAK AYPYJIAPBIH AHBIKTAY

Anjarna

byn 3eprrey Kaszakcranga aybul ImapyallbUIBIFBIH JKETUIAIPY MAaKcaTbIHIA JKacaHIbl MHTEIUICKTTIH KOJI-
JAHBLTYBIH 3epTTeiiai. Herisri Hazap eki GarbITKa ayJapbUIabl: KbI3aHAK JKAMBIPAKTAPBIHBIH aypylTapblH aHBIKTAy
JKOHE THIHAWTKBIIITAp/Ibl OHTalIaHIbIPY. Aypynapabt ansikray yiniH GoogleNet (InceptionV3), VGG16, ResNet50,
MobileNetV2 >xoHe apHaiibl KOHBOJIOUMSUIBIK HEHpOHABIK skeiiiep (CNN) CHSKTBI TepeH OKBITY MOJEIbIepi
Oarananzpl. GoogleNet moneni 99,72% nanikneH eH )KOFapbl HOTHIKETe KOJI JKETKi31I, KbI3aHaK KaIlblpaKTapbIHbIH
aypynapbelH aHBIKTay[a Y3MiK KaOijmeTiH kepcerTTi. ThIHAWTKBIITApABl OHTAMIAHABIpYAA MICHIIM aFalTapsl,
eH xakpH Kepurinep omici (K-Nearest Neighbors), CNN, rpaguentrik xymeity aramrapsl (Gradient Boosting
Decision Trees) xone LogitBoost CHSKTBI MamIMHAMIBIK OKBITY MOJENbAEPi HEeTi3ri komnoHeHTTepai Tanaay (PCA)
apKbUTBI TYpii epekiienikrepmer Tekcepiiami. Antel PCA epekmieniri 6ap CNN momeni 97,58% monmikke Ko
JKETKI3iI, O0JDKaMJIBIK MOJICIIBJICY YIIIH epeKIIeTiKTep Al OHTalIaHIIPY/AbIH THIMJIUIITIH KepceTTi. by HoTmxkenep
JKacaH/(bl MHTEJUICKT TEXHOJOTHSUIAPhIH aybUl INapyallbUIbIFbIHA MHTETpanusiiay Kasakcranma eHIMAUTIK IeH
TYPaKTBIIBIKTH alTapiIbIKTAil apTThIpa alaThIHBIH, aypylapAbl o7 aHBIKTAyFa JKOHE pPecypcTapibl OHTAIIIBI
maiiiaTanyra MyMKiHIiK OepeTiHiH kepceTei. bomamak 3epTreynep 6yi1 Momenbaepai HaKTH ayblT IapyanTbuIbFbI
JKaFJaiapeIHIa SHTi3yTe XKOHE ONap sl 6acKa JaKbUIAap MEH SKOJIOTHSIIBIK JKaFqaiaapra Oeiflimaeyre 6arpITTamybl
THIC.

Tipek ce3aep: OHTaNIAHIBIPY, KOMITBIOTEPIIIK KOPY, MAIIUHAJIBIK OKBITY, TEPEH OKBITY, KOHBOJIIOLHUSUIBIK HEl-
POH/BIK JKEIIep, aybul MIapyallbUIbIFbl, KaCcaH bl HHTEIJICKT, OCIMJIIK aypyJiapblH aHBIKTAY, THIHAUTKBIIITAP/IbI
OHTaMIaHABIPY, OOJKAMIBIK MOEIIBICY.
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'Kazaxcrancko-bputaHckuii TeXHHUECKUIH YHUBEPCHUTET, I. Aynmatbl, Kazaxcran

PEHIEHUSA HA OCHOBE UICKYCCTBEHHOI'O UHTEJIJIEKTA
B CEJIbCKOM XO3SIMCTBE: IPOTHO3UPOBAHUE YIOBPEHUI
U OBHAPYKEHUWE BOJIE3HEN TOMATOB C UCITIOJIb30OBAHUEM
MAHMNIUWHHOI'O OBYYEHUA U KOMIIBIOTEPHOT'O 3PEHUSA

AHHOTAIUA

DTO MCcceoBaHNe HAMPABICHO Ha HCIOJIb30BaHUE MCKYCCTBEHHOTO MHTEIUICKTA ISl YIYYIICHHUS CEIbCKO-
X03stiicTBEeHHOH NpakTuK B Kazaxcrane. OHO cocpenoToueHo Ha 0OHApYKeHNH 00JIe3HEi JIMCTHEB TOMATOB | OII-
TUMHU3AIMA yaoopeHwit. Monmenn mryookoro oOydenus, Biimrodast GoogleNet (InceptionV3), VGG16, ResNet50,
MobileNetV2 1 momb30BaTenbCcKyio CBEpTOUHY0 HepoHHYIO ceTh (CNN), ObUTH OLleHEeHB! A1 00HapyKeHus 60-
nesneit. GoogleNet mokaszana caMyr BBICOKYIO TOYHOCTh — 99,72%, 4TO MOKa3bIBae€T e€¢ CIOCOOHOCTH OOHApPY-
JKMBAaTh OOJIE3HU JINCTHEB TOMATOB. /ISl ONTHMU3AIMKU yIOOpeHHsT ObUTM OLICHEHBI Pa3IMYHbIC MOJIEIH HAa OCHOBE
MAaIIMHHOTO OOy4YeHHs, a UIMEHHO JiepeBbs pemennid, K-ommxaitmme cocenu, CNN, nepeBo pemenuit Gradient
Boosting, LogitBoost ¢ ncnionszoBanuem paznuunbix GyHknuii PCA. Moznens CNN, koTopast HCIIOJIb30BaIa MECTh
¢ynkmmit PCA, nocturia Hantydeit TouHocT — 97,58%. DT0 moka3bIBaceT, Kak Xopomme QyHKIMNA MOTYT TTOMOYb
B TIPOTHO3MPOBAHUU. Pe3ynbTaThl MOKa3bIBAIOT, YTO MCIIOIb30BaHNE TeXHOMOrni MV MOXKeT 3HaUUTENbHO MOBBI-
CHUTb NPOU3BOJIUTEIILHOCTD CEIBCKOTO XO3sICTBA U ycTOHUMBOCTh KazaxcTaHa 3a cyeT TOUHOTro oOHapyxeHus 60-
JIe3HEeH ¥ ONTUMHM3MPOBAHHOTO MCIOJIB30BaHMsI PECypcoB. B OyayImux ncciejoBaHusIX MOACIH CIIEYeT BHEAPHUTH
B CHCTEMY CEJIbCKOTO XO35HICTBAa B PEKUME PEaJbHOIO BPEMEHH, a TAK)Ke PACIIMPHUTh UX Ha OOJbIIee KOIUYECTBO
KYJIBTYp U YCIIOBUH.

KurodeBble c10Ba: ONTUMM3ALNS, KOMIIBIOTEPHOE 3pEeHNE, MAIIMHHOE 00yUeHHe, NTyboKkoe 00yueHue, cBep-
TOYHbIE HEHPOHHBIE CETH, CEJIbCKOE XO3SAHCTBO, HCKYCCTBEHHBIN MHTEIIEKT, OOHApYXeHHe Oone3Hell pacTeHuH,
ONTHMU3AIHS YI0OpEHUH, NPETUKTUBHOE MOJICITMPOBAHHE.
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