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Abstract

In this study, a physical model of indoor air temperature change dynamics has been developed, considering
heat transfer and convection. The system was modeled in COMSOL Multiphysics and tested in MATLAB, where
the influence of external temperature, room area, number of radiator sections and air flow velocity were analyzed.
The results showed a strong correlation between room temperature and external temperature (0.92), while weaker
dependence was observed on the temperature of a radiator (0.2), height (0.1) and area of the room (0.11). However,
number of sections and size of the radiator have the least impact on the room temperature (0.07). Additionally, initial
temperature of the room does not have any significant correlation with final room temperature. The correlation,
observed in simulations enabled us to develop transfer function of controlled object in MATLAB/Simulink.
Nonlinear relay, used in resultant model, is used to turn actuator on and off to control room temperature. The results
of the study can be used to create neural network to simulate the physical behavior of the room temperature in
different initial conditions.

Keywords: room temperature control system, COMSOL Multiphysics, MATLAB, transfer function,
reinforcement learning.

Introduction

Today comfortable living and working totally depend on automatic systems of the building
services. These systems are used in different types of buildings: houses, commercial and industrial
buildings. Global energy crisis and high attention to energy consumption efficiency make highly
comfortable and efficient automatic building control systems strongly important [1].

In order to automatically maintain the indoor microclimate, sensors and actuators are used, which
interact to create comfortable living conditions for humans. The sensors measure air temperature,
humidity, and carbon dioxide levels and transmit the collected data to the control unit. After
processing the received data, this unit decides on the further operation of heating, ventilation and air
conditioning [2-7].

The rapid development of telecommunication technologies, the Internet of Things, and artificial
intelligence allowed the systems not only to increase the efficiency of indoor climate control systems,
but also to increase the accuracy and speed of these systems [8]. The use of artificial intelligence
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and the Internet of Things makes it possible to respond to any changes in the environment, predict
the consequences of these changes, and take preventive measures to eliminate these undesirable
consequences through rapid processing and transmission of huge amounts of data [9—11].

Automated temperature control systems are becoming a backbone part of modern buildings,
whether they are private homes, office buildings or industrial structures, helping to maintain comfort
and reduce their energy consumption. According to the International Energy Agency (IEA), up to
40% of all energy in buildings is spent on heating, air conditioning and ventilation (HVAC), which
increases the field of activity for the introduction of smart control systems that can reduce these costs
by 20-30% [12—-13].

When developing such systems, it is important to take into account many factors: building
design features, regional climate, equipment characteristics, and even user preferences, for example,
in regions with harsh winters, users will pay special attention to thermal insulation and integration
of heating systems with renewable energy sources such as solar panels and heat pumps [14—16].
Automated temperature control systems are used not only in residential and office buildings,
but also in specialized facilities such as hospitals, laboratories, and server rooms, where stable
temperature is critically important because it affects operation of equipment and even human health,
as well as reducing likelihood of errors and improving system reliability [17]. The development
of automated systems plays an important role not only for individual users, but also for the
whole society, contributing to the creation of "smart" cities and reducing negative impact on the
environment [18-20].

One of the ways to solve the problem of automation of energy consumption and climate control
in buildings is to create accurate mathematical models that predict indoor climate changes [21].
Another promising area is the use of artificial intelligence, which, based on the trained sample
and the results of previous selections made by the system, is able to predict the future state of the
system based on current state and choose actions to improve the future state. Modern research shows
that machine learning algorithms, especially reinforcement learning, can significantly improve the
efficiency of such systems.

The main problem of implementing microclimate management systems in buildings using
reinforcement learning is the risks of financial, moral and technical damage in the process of Al
training in a real building. In addition, the resulting model will be suitable for use only at the building
where it was trained. Therefore, the most accurate digital model of a real room is needed, which will
allow simulating various scenarios of the system operation [22-23].

There are three main approaches to modeling building energy consumption: white-box, black-
box, and grey-box models [24]. In general, models for predicting building energy consumption are
mathematical methods, often based on physical principles. In the early stages of development of
such models, the main focus was on physical (white-box) approaches, which were widely used to
calculate the energy performance of buildings [25].

With the progress in machine learning algorithms and artificial intelligence, alternative forecasting
methods focused on data analysis, the so-called "black box" models, began to actively develop.
Later, a hybrid approach appeared — "grey box" models, combining both physical equations and the
processing of empirical data [26]. Each of these approaches has both advantages and limitations.

White box models are based on fundamental physical laws, such as the conservation of energy
and mass. Their important advantage is the high opportunity to interpret the results using physical
laws, which makes such models especially useful for analysis and verification. However, their correct
work requires detailed full information about the building, which is often difficult to obtain [27].

Black box models are based on historical data on energy consumption and do not require deep
knowledge of the physics of the building. They are highly flexible, can adapt to new data and constantly
improve as they accumulate new data from environment [28]. However, their disadvantage is their
high sensitivity to the quality of the input data.

Gray box models combine elements of both of the above approaches. They partially use physical
principles, but in a simplified form, and at the same time actively use data analysis methods.
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This approach allows to increased efficiency without significant loss of accuracy and explain
ability [25, 29].

When creating models for predicting building energy consumption, uncertainties inevitably
arise, which can be conditionally divided into three categories: the human factor, building properties,
and climatic conditions.

During modeling building energy consumption certain uncertainties occur. They can be classified
in three group: human, building and weather factors. Human factors uncertainties are related to
perception of people of environmental conditions in the building and cannot be predicted accurately
Building uncertainties related to the geographic placement of building, materials of the wall and
its degree of obsolescence. The final uncertainty factor is weather, which has very high impact on
HVAC system itself and two mentioned parameters [30-31].

In this work, in order to create an accurate digital model, the COMSOL Multiphysics was used to
simulate the dynamics of the air temperature of the room in different conditions, as it was validated
in [32]. The influence of air temperature and capillary pressure on the properties of building materials
was analyzed in the COMSOL Multiphysics environment, which helped to evaluate their thermal
characteristics [33]. These data can be useful in designing new buildings and selecting suitable
materials for heating systems, including underfloor heating [34-36]. As a result, the physical model
of the room was created, which makes it possible to analyze the dynamics of indoor air temperature
under various initial conditions, such as room size, initial air temperature, temperature and radiator
size. This will become the basis for further development of Al, which will be able to adapt the
microclimate of the building effectively.

Materials and methods

To study the dynamics of indoor temperature changes in this paper, the physical model was
developed, which is based on numerical methods for calculating heat transfer and convection
processes using the COMSOL Multiphysics software package. This model takes into account the
following parameters: room area, number of radiator sections, ceiling height, radiator temperature,
outdoor air temperature, and indoor air flow velocity. Determining the degree to which these factors
are taken into account considering dynamics of indoor temperature changes will improve the accuracy
of simulating the dynamics of temperature changes using a neural network. Modeling of heat transfer
and convection is based on solving a system of equations describing the movement of heat flows in a
room and on the surfaces of heated objects, which are the subject of research in the discipline of heat
and mass transfer. To model such processes, the finite element method is used, which allows taking
into account the geometry of rooms, the interaction of air flows, and heat transfer processes in gases
and solids.

On the other hand, the dynamics of temperature change can be considered as an object of control
and has the properties of an inertial link of the first order, to which the research methods used in the
theory of automatic control can be applied.

Finally, since the dynamics of indoor temperature changes, although a nonlinear process, can
generally be linearized and predicted with good accuracy, a digital model based on neural networks
can be built that will be able to predict the final temperature and steady-state time based on the
training sample, depending on the input parameters.

Mathematical model of the control object

We will construct heat balance equation for air in the room with window and radiator and consider
the air in the room as control object. The control parameter will be the air temperature T near the
wall opposite the radiator, since the room is a fairly large object and some temperature gradient will
be observed in it. For simplicity, let’s assume the dependence of the air temperature on the outside
temperature Tamb and on the power of the heat flow the radiator g0, as shown in equation (1).

T=f(T,.,8) M
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Duo to the law of conservation of energy, part of the power P, goes to heating the air, part P, is dis-
sipated by transferring heat the walls of the room, as shown in equation (2-3).

dT
P=c— 2
1 Ca’t (2
1
P2 = _S(T_ Tamh) (3)
p

where p is the coefficient of resistance of the walls of the room to heat loss, which depends on the
material and thickness of the walls, m?’K/W, S is the area of the walls. Let us consider that the sum
of both powers is equal to the product of the power of the heat flow from the radiator and the area of
this radiator, as shown in equation (4).

amy

g%:czz+lSG—T ) (4)
dt p

where S is the surface area of the radiator. Let us write the equation for the static mode of the
system (5):

S S
gSO+;T;1mb0 :;E) ®)

where T is the outside air temperature at time t=0, T is the indoor air temperature at time t=0.
Next, we will consider not absolute values, but their deviation and substitute them into the main
equation (5) to get (9):

T=T,+T (6)
g=g,+¢ (7)
szb :Tambo +7:;mb (8)
, d(T,+T) 1 , ,
(8,+8)S, =c%+;$((TO+T>—(TMO+Ta,,,b>> 9

Which gives us the following equation (10):

a7 +£T’ =g'S, +£]:z,mb
dt p p
From the other hand to make the heat balance equation closer to the reality, we have to add ven-

tilation heat and load heat (11).

C

(10)

dT

Cpp 4 E = Qradiator + Qvent + Qload - Qlosses (11)

where C, — specific heat capacity of air (J/kgK),V — air density (kg/m’), ¥ — room volume (m’),
T — indoor air temperature (K), O, ... — radiator heat dissipation capacity (W),Q, .. — heat loss

through ventilation (W),Q, - internal heat input from people, equipment and lighting (W), 0, . —
heat loss through walls, window and door (W).
Heat loss through ventilation takes into account air consumption and temperature differences.
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Qvent =p CpG(Tvem - T;nter) (12)
where: G — ventilation air consumption (m?/s); r =%— supply air temperature (K)

Now if we compare equations (10) and (11) we will see that constant value ¢ depend on heat
capacity of air, volume of room and density of air. The value Q, __ is determined by walls coefficient
p, area of walls S and change of temperature T’ as shown in equation (3). Radiator heat value depends
on heat flow and surface area of radiator. We need to add ventilation heat which will be described
by air flow velocity in the room v. So we get Q = C(T, —T), where C=pC S v. Taking into
account T =T —andS _ —is ventilation window in the room, the equation (10) will be rewritten

t amb

as following (13).

t

ar' = 5
.:E+;T’ +CT' = g’5ﬁ+;ﬂ;mb +CT. . (13)

Let R and K be as following R = @ , K= SO_p and L = % so in the end we will get the follow-
ing equation (14): S S
a1’
RE+Tf+LTf=Hgf+Témb+LTémb (14)
Control theory model

The radiator exerts the control effect, the external temperature exerts the disturbing effect. After
the Laplace transformation we obtain (15):

RT'(s)s +T'(s)+LT'(s) = Kg'(5) + T}, (s) + LT, 5, (5) (15)

We obtain the transfer function for the control action. Then, the disturbing action must be equal
to 0 (16).
T'(5) _ K
g'(s)  Re+1+L (16)

'[__-L.;rul'__lf-' —

We obtain the transfer function for the disturbing action. Then, the control action must be equat-
edto 0 (17).

e
g0 T (=) _1+L
Tmb 2+1+L

The parameters of the control object (CO) R, K and L can be determined from experiments or
simulations.

Results and discussion

In the COMSOL Multiphysics environment, a room with a radiator was modeled to simulate
the dynamics of air temperature changes in various conditions, as shown in Figure 1. The following
variables were set as input parameters: room area S (2040 m?), ceiling height H (2.5-3 m),
temperature of the Trad radiator (273-303 K) and air flow velocity in the room (0.01-0.1 m/s). The
output variable is the air temperature near the middle of the wall opposite the radiator at human
height. The number of sections N of the radiator was calculated using empirical equation (18).

N=12-5H-% (18)

o
where Q_— heat amount needed to heat up 1 m’ of air taking into account heat loss and Q, is heat
amount of one section of radiator at certain temperature according to standard requirements for
heating residential buildings. Width of the wrad aluminum radiator is calculated by multiplying the
width of one section of radiator by calculated number of radiators. The height of radiator is constant
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0.6 m. If Q_ will be 40 W/m® and Q, will be 200 W then number of radiators take values 12-29, width
of radiator — (0.97-2.33 m) for given room areas.

A total of 41,850 simulations were run for 3,600 seconds, yielding a total of 2,511,000 rows of
data. A correlation matrix was constructed to determine the dependence of the temperature over an
hour on the specified input parameters.

Figure 1 shows a physical model of the room created in COMSOL Multiphysics in order to
analyze the temperature distribution in the space with a radiator. As shown in Figure 1, the temperature
near the radiator has high values close to the temperature of a radiator itself, about 343 K. Warm air
flows tend to the ventilation and upward and cool down, which is clearly demonstrated in this figure.

Figure 1 — Physical model of the room in COMSOL with radiator

Figure 2 presents the correlation matrix of data obtained from air temperature simulations under
various initial conditions. The analysis reveals 92% correlation between outdoor temperature and
the final indoor temperature, Tmax, which aligns with results shown in [24-25]. Additionally, strong
correlations are observed between room size, the number of radiator sections, and radiator width.
This is due to how air circulation and radiator heat output influence temperature distribution — larger
rooms take longer to heat up, while bigger radiators provide more heat output. In contrast, ceiling
height has a significantly smaller impact on the final air temperature, showing only a 30% correlation,
indicating a relatively low influence of convection processes within the room.

Correlation matrix <

T  rise Cirne

- 0.8

Trad Tarmb

5

=02

nise time  TO Ta-r'ntu Trad 5 H wirad L] Tmla-i
Figure 2 — Correlation matrix of variables of the room temperature
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Parameters such as the area of the room (S) strongly correlates (0.95) with the size of the radiator
(wrad) and the number of sections, the height of the room (H) also shows a moderate correlation
(0.30-0.32) with the size of the radiator (wrad) and the number of radiator sections (N), which
is justified by the standard requirements for a comfortable temperature in the heated room. Small
negative correlations were also found between the final temperature and the size of the radiator
and the number of its sections (about 7%) because the number of section and size of the radiator
were precalculated for sizes of the room using equation (18). In addition, the room temperature is
inversely proportional to the room area by 11% and depends on the radiator temperature by 20%.
Thus, correlation analysis helps to determine the most significant input parameters which can be
used to build the model of an automatic temperature control system, including ambient temperature,
radiator temperature and size, room area and height, as well as temperature dynamics. The most
uncertain parameter is the rise time, which is calculated from graphs of temperature versus time,
and is the most important parameter in modeling, but its dependence on the above parameters is
practically absent, which may indicate that this parameter depends on other parameters and cannot
be determined analytically.

Dependence of the final temperature T on Tamb, H = 3, Trad = 343

—a— S=20m?

292 4
—a— Sm2%m?

-8~ 5= 30m?
—a— 5=35m

290 1 .
-2 S5=40m’

288 1

286 1

Final temperature of the room, K

284 4

2725 275.0 2775 280.0 2825 285.0 2875 2900 2925
Ambient temperature, K

Figure 3 — Dependence of final temperature of the room temperature at height 3 m,
radiator temperature 343 K in room with different area S

Figure 3 shows the dependence of the final room temperature on the ambient temperature for
various area values. All the lines on the graph follow linear trend, which indicates a direct dependence
of the final temperature on the ambient temperature, which agrees with experimental data.

The time constant R (rise time) is determined from the graph and is the abscissa of the intersection
point of the tangent to the room temperature graph at point zero and the horizontal line passing
through the final room temperature. The rise time for different rooms areas at radiator temperature
343 K and height of the room 3 m shown in Figure 4.

Figure 4 shows the dependence of heating time on ambient temperature for different areas (S) of
the system. Each line on the graph represents data for a specific area of the system, ranging from 20
m2 to 40 m2. The figure shows that the heating time of the system is not linear and shows significant
fluctuations depending on the ambient temperature.

As an example, consider heating the room of 25 m2 in size, with a ceiling height of 3 m. The
flow power is 3690 W/m2 at an air flow rate of 0.01 m/s, with a radiator temperature of 343 K
and an outside air temperature of 281 K. Figure 5 shows a graph of the temperature change in the
room. At the beginning, there is a sharp increase in temperature from 276 K to 288 K in the first
600 seconds, after which the temperature stabilizes around 288 K with slight fluctuations. This type
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of change may indicate the process of heating the system and then switching to a stationary mode.
Minor fluctuations are caused by external processes and at higher amplitude could be described using
second order differential equation with damper.

GO0

400 4

Rise time, s

200 1

100 1 T T T T T T T T
2725 2750 2775 2800 2825 2850 2875 29%0.0 2925
Ambient temperature, K

Figure 4 — Rise time at different areas of the room at height 3,
radiator temperature 343 K

The mathematical expression for the transient response will look as shown in equation (19), as
the transfer function of the room is an aperiodic link of the second order:

h(t)=K(l—e_RJ (19
K is obtained from the following equation (20):
T, —T
K= "0 (20)
gS,

The coefficient R is determined from the graph, it is equal to the time during which the tangent
to the graph, passing through the initial temperature T, will intersect T, . In this case applying
described method we will get following value of R=100.

290

288 -/

—T

Temperature, K
BB OB
5] oy [+

&
&

]
=J
=]

500 1000 1500 2000 2500 3000 3500 4000
time, s

Figure 5 — Example of a graph of room temperature changes
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Thus, the final transient response will look like the following equation (21):

h(t) = 0.0034[1—5130} 1)

And the transfer function for the control action and the disturbing action will look like the fol-
lowing equations (22-23):

o _ T'(s) _ 0.0034

: _ (22)
g'(s) 100s+1
T’ 1
Fco = (s) _ 23)
T ,(s) 100s+1

Development of an automatic control system in the MATLAB/Simulink development environ-
ment

In the MATLAB/Simulink environment, we will construct a nonlinear system for automatic
control of the room temperature, as shown in Figure 6. Figure 7 shows the self-oscillations that occur
during automatic temperature control. This circuit is designed to control the parameters of the smart
home, including temperature, lighting, and power consumption/ the system uses dynamic filters of
the first order, which allow taking into account the inertia of processes. The temperature is controlled
though a heat transfer unit, and the lighting is adjusted depending on the input data and external
conditions.

s [T % —H;)i

Figure 6 — Schematic diagram of a nonlinear room temperature control system

Figure 7 shows the dynamic of temperature changes in a room with and without a control sys-
tem. The blue line indicates the desired temperature to be maintained in the room, which is repre-
sented by a Heaviside function with a final value of 285 K. As can be seen from the figure, in the
absence of a monitoring system, the room temperature rises above the desired value. Using the relay
characteristic turns off the radiator, which leads to a decrease in temperature and the creation of an
auto oscillating process.
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Figure 7 — Time diagram of self-oscillation in the control system

Conclusion

This paper shows the development of a model of a control object, which is the indoor air tem-
perature. The research is aimed at creating an accurate model that simulates indoor air temperature
at various parameters. For this purpose, a physical model was created in the COMSOL Multiphys-
ics development environment and 41,850 simulations were performed and 2,511,000 rows of data
were obtained. The data shows a 92% correlation of the final room temperature after an hour with
the outside temperature of the space, as well as a correlation with the size of the room and the size
of the radiator. The data obtained were used to develop a model of the control object and simulations
of a nonlinear automatic control system were carried out. The results show important non-linear pa-
rameter R (rise time), which did not show dependence on other given parameters but has very high
impact on model of control system. The results obtained show the possibility of further creating a
neural network that simulates indoor air temperature based on physical simulations in COMSOL to
create a highly efficient automatic control system.
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COMSOL MULTTIPHYSICS KOMEI'IMEH BOJIMEHIH
KbBLJIBITY IMHAMUKACBIH MOJEJIBAEY

Anjgarna

Byt skymBbIcTa KBUTY Oepiy MEH KOHBEKIIHS YASPICTEpiH eCKepe OTHIPHII, O6IMEeri aya TeMIepaTypachlHBIH
e3repy JAMHAMUKACHIHBIH (Gu3uKaibK Mojeni skacamasl. JKyiie COMSOL Multiphysics Garnapiamackinaa Mo-
nenbnaenin, MATLAB opracbiHIa chiHaKTaH ©TKi3ULAL. 3epTTey OapbIChIHIA CHIPTKBI TEMIIepaTypaHbIH, OOJIMEHIH
ay/JlaHbIHBIH, PaJHaToOp CEeKUMSIAPBIHBIH CaHbl MEH aya arblHbl XKbULIAMJIBIFBIHBIH ocepi Tanganabl. Hotmwxenep
OesiMe TeMmeparypackl MEH CBIPTKBI TEMIIepaTypa apachlHIarbl >korapbl Koppesstuusabl (0,92) kepcerri.
ConbIMeH Katap, pamgmarop TemreparypackiHa (0,2), 6emmenin Owuikririne (0,1) sxone aymameHa (0,11) omcis
TOyennuTiK Oaifkanmel. PagnaTop ceKnusutapbIHBIH CaHBI MEH OHBIH KAl KeJeMi 0elMe TeMIlepaTypachlHa eH
a3 acep ererini anbikranabl (0,07). bacrankel 6eiMe Temreparypackl MEH COHFBI TEMIIEpaTypa apachiH/a eney.i
OaiinaHbIC aHbIKTANIMabl. Mozesbaey HoTkecinae Oalikanran koppemsuusuiap MATLAB/Simulink opraceiina
OackapblIaThIH JKYHEeHiH Oepitic GyHKIMACHIH KypyFa Heri3 Ooyibl. AJIBIHFaH MOJIEIb/IE KOJIJaHBIUIFAH ChI3BIKTHIK
emec perne 6eIMeIeri TeMIeparypaHbl 0ackapy MaKCaThIHAA paaTopAbl KOCY JKOHE OIipy YIIiH NaliaaaHblIa bl
By 3eprrey HOTIDKenepi opTypii OacTamKel ImapTTap SKarmaiiblHma OelMe TeMmIepaTypachlH Ooipkay YIIiH
HEHPOHIBIK KeJl MOIEIiH KYpy/Ia KOITaHBLTYBl MYMKIH.

Tipek ce3nep: Oenme TemneparypacbiH Oaxpuiay xkyiieci, COMSOL Multiphysics, MATLAB, Taceimanay
(YHKUIUSICBI, HSUPOHIBIK JKEIiep/Ii KYIIEHTy apKbLIbI OKBITY.

"Tearoxaesa @.C.,
noktopant, ORCID ID: 0009-0004-2313-6952,
*e-mail: faridats@mail.ru
"Tronnen6epaunosa IA.,

K.¢p.-m.H., ORCID ID: 0000-0002-4322-8983,
e-mail: tyulepberdinova@mail.ru
L2Kynen6aes M.M.,
maructp, ORCID ID: 0000-0002-5648-4476,
e-mail: murat7508@yandex.kz

'Kazaxckuii HallMOHAJILHBIA YHUBEPCUTET UM. alib-Dapadu, 1. Anmarsl, Kazaxcran
’MHCcTUTYT MH)OPMAIIHOHHBIX U BRIYUCIHTEILHBIX TEXHOJIOTHH,
r. Anmartel, Kazaxcran

MOAEJUPOBAHUE IUHAMUWKHU HATPEBA B TIOMEIIEHUH
C UCITIOJIB3OBAHUEM COMSOL MULTTIPHYSICS

AHHOTAUMS
B nannoii pabore Obuta pazpaboraHa (u3ndeckas MoOjeNlb AMHAMUKKA U3MEHEHHUS! TeMIepaTyphbl BO3/1yXa B
MOMEILICHUH C YYETOM Terionepenayn n koupekuuu. Crucrema Obiia cMonenupoBana B COMSOL Multiphysics u
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nporectupoBana B MATLAB, rie 0bu10 npoaHalIu3upoBaHo BIMSHUE BHEIITHEH TEMIIEpaTyphbl, TUIOMIAAN TTOMelIe-
HUSI, KOJIMYECTBA CEKLUH paiaTtopa U CKOPOCTH BO3AYIITHOTO ITOTOKA. Pe3ysbTarsl OKa3ain CHIIbHYIO KOPPEISLIUIO
MEXIy TeMIIepaTypoi B IOMENICHUH U BHEITHeH Temneparypoii (0,92), B To sxe BpeMst HabIroanack oosee crabdast
3aBHCHMOCTB OT TeMneparypsl paguaropa (0,2), Beicotsl (0,1) u miommaan momermenus (0,11). KomndectBo cexiuit
W pa3Mep paauaropa OKa3pIBaIOT HAMMEHbIIIee BIUSHIE Ha Temneparypy B momeniean# (0,07). Kpome Toro, Hagams-
Hasl TeMIlepaTypa MOMEIIEHUs] He UMEET CYIIEeCTBEHHOH KOppeJsUK C KOHEUHOH TemmepaTypoil B IOMEIEHHH.
Koppensiuusi, Habmonaemast pu MOACIMPOBAHUH, TI03BOJIMIIA pa3paboTaTh epeaaTouHyo (GyHKIHUIO yIpaBiseMo-
ro oobekra B MATLAB/Simulink. Henunelinoe perne, ucroibp3yeMoe B pe3yIbTHPYIOIIEH MOJIENN, NPUMEHSIETCs
JUISl BKITIOYCHUS U BBIKITIOUSHNS PaIaTopa C LEeIbIo yIPaBIeH!s TEMIepaTypoi B oMeneHnH. Pe3ynbrarsl nceie-
JIOBaHMSI MOTYT OBITH MCIOJIB30BAHBI [UISl CO3JaHUSI HEHPOHHOM CETH IJISl MOZICINPOBAHUS ANHAMUKH U3MECHCHHUS
TEMITEpaTyphbl B IOMEIEHUH MIPU PA3JINYHBIX HAYAIbHBIX yCIOBHAX.

KaioueBble ciioBa: cucteMa KOHTpoJst Temrieparypbl B nomenienun, COMSOL Multiphysics, MATLAB,
nepenarodHast (GyHKIHs, 00y4ESHHUE C MOJKPEIICHUEM.
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