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OPTIMIZATION IN URBAN COURIER LOGISTICS

Abstract

With the rapid development of cities and their infrastructure, the demand for high-quality urban deliveries is
increasing at the same rate. This work explores the possibilities of dynamically allocating delivery zones for courier
deliveries based on data provided by the courier company. Traditional manually created delivery zones often do not
ensure that the picture is relevant to the real situation in the city (weather, traffic, roads, etc.). This study presents
the results of how K-Means and DBSCAN clustering algorithms can contribute to the dynamic distribution of
delivery zones in clusters. The comparative analysis includes consideration of such indicators as Silhouette value
and computational complexity of Big-O Notation. The results show that the K-Means algorithm creates structured
and uniform clusters, while DBSCAN shows results in defining flexible clusters based on the density of data in the
region. Multi-level DBSCAN provides an opportunity to reduce the concentration of “noise”, thereby increasing
the coverage of all delivery points. The results obtained highlight the advantages of using clustering algorithms in
creating dynamic delivery zones to improve the distribution of orders between couriers and reduce operating costs.
Further research should include obtaining continuous real-time data flow to monitor the operation of algorithms in
a dynamic environment.

Keywords: urban logistics; clustering algorithms; courier optimization; smart city; delivery zones; machine
learning.

Introduction

Sustainable city growth often requires adapting infrastructure and resources with rapid
population growth and urbanization. The “Smart city” concept addresses this issue, providing the
use of advanced technologies, data analysis, and industrial automation to improve life quality,
environmental sustainability, and safety of citizens [1]. The work of couriers in an urban environment
is one of the key elements of a modern logistics system, especially in growing demand for fast
and efficient delivery of goods and services [2]. Research shows that the use of big data analytics
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and machine learning algorithms to model optimal routes can reduce delivery time, reduce fuel
costs, and increase customer satisfaction [3]. It’s worth mentioning that the COVID-19 pandemic has
highlighted the critical role of resilient logistics systems in ensuring the continuous supply of goods,
especially in urban areas. With the shift towards online shopping and the increasing demand for
contactless delivery options, courier services must adapt by adopting more efficient and automated
systems [4—6]. This research addresses these needs by exploring innovative solutions for optimizing
delivery operations using spatial algorithms, data clustering, and automated courier assignments.

The primary goal of this research is to develop and evaluate data-driven methods and models
that enhance the efficiency of courier services within a smart city framework. The research object is
the optimization of courier delivery systems in urban environments, specifically within the smart city
ecosystem. The novelty of this work lies in integrating automated clustering algorithms with spatial
computing techniques to optimize delivery zones in real-time. Unlike traditional manual zoning
approaches, which are labor-intensive, this study applies a dynamic approach forming clusters of
urban zones based on data-driven analysis.

Review of existing studies includes systematic approach and selects specific works related to the
subject of the study. The main source of information was peer-reviewed journals and conferences
available on reputable platforms such as IEEE Xplore, SpringerLink, ScienceDirect and Web of
Science. The search period was limited to publications from 2010 to 2024, which allows us to take
into account current trends and achievements in the field of optimization of logistics processes and
the introduction of smart city technologies. The literature selection process included several stages.

9% ¢ 9% ¢

At the first stage, publications were searched for keywords: “courier”, “transportation”, “smart city”,
“urban delivery”, “optimization”, “clustering”, “logistics”, “routing”, “data analysis”, “machine
learning”. At the second stage, filters were applied that limit the results by date of publication (since
2010) and type of documents (articles from peer-reviewed journals and conference proceedings). The
following criteria were used to select relevant publications: topic relevance with courier deliveries
and logistic optimization, the use of modern data analysis frameworks and application of machine
learning algorithms, as well as the practical focus of research on improving transport processes in
smart city ecosystems. The selected articles were analyzed for the availability of methodological
approaches applicable to optimize the work of courier services and to consider innovative solutions
in the field of logistics.

Optimizing logistics hub locations using a hybrid approach that combines K-Means clustering
and the P-Median model presents a significant advancement in addressing the inefficiencies of last-
mile delivery. Prioritizing road network distances over traditional Euclidean measures provides
a more accurate representation of real-world travel conditions, leading to a measurable reduction
in delivery distances and associated costs [7]. The integration of delivery volumes and population
density enhances the model’s adaptability, making it suitable for diverse urban logistics scenarios. The
process effectively refines cluster formations through iterative optimization and road network-based
calculations, ensuring minimal travel distances and improved operational efficiency. Despite these
strengths, the reliance on simulated data and static optimization processes limits the approach’s ability
to account for the dynamic nature of real-world logistics challenges. Additionally, computational
intensity and dependence on accurate road network data raise concerns about scalability in larger,
more complex urban environments. These considerations highlight both the potential and the areas
for improvement in applying road network-based optimization to urban logistics systems. Building
on the exploration of alternative delivery mechanisms, the optimization of logistics hub locations
plays a crucial role in addressing last-mile delivery inefficiencies. By strategically situating hubs
based on real-world travel conditions, these systems can enhance travel distances reduction, air
quality improvement and operational cost optimizations. Therefore, it might bring significant
contribution to public transport integration into delivery logistics. This approach, as demonstrated
through advanced clustering and optimization techniques, highlights the importance of leveraging
data-driven methodologies to enhance urban logistics efficiency.
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Optimizing courier deliveries in urban environments has become an urgent task considering the
rapid growth of e-commerce and related problems such as increased traffic jams, emissions and the
burden on transport infrastructure [8, 9]. A study examines the possibility of using public transport
systems to deliver goods [10]. One of the key ideas is to use the spare capacity of public transport,
such as buses, trams and trains, to transport parcels during low-load hours. This brings an opportunity
to reduce emissions of pollutants by reusing public transport for delivery purposes. However, the
applicability of the proposed approach strongly depends on the level of development of the public
transport system in a particular city. In cities with underdeveloped infrastructure or irregular public
transport, the effectiveness of the proposed model may decrease significantly. It is also worth noting
that the vehicles used to transport passengers have limited space for placing parcels, which may limit
the delivery volume during peak hours when public transport is already loaded with passengers. Its
implementation may require significant resources to restructure logistics, which may not be suitable
for most companies and cities. A study identifies the critical role of applying time series data to
optimize demand forecasting in delivery terms [11]. Historical data brings significant contribution
to the accuracy improvement of forecasting models. In study analysis, classic time-series models
like exponential smoothing and ARIMA perform optimally when a relatively large amount of data
(at least two months) is provided. The study also highlights an application of machine learning
algorithms such as Random Forest and Support Vector Regression for conditions with time-limited
data. These algorithms demonstrated great performance in such cases as they can effectively identify
patterns in a limited amount of input (data). The accuracy of forecasting models is highly dependent
on data quality. Whenever there is an insufficient amount of data, most forecasting algorithms can
degrade significantly. This creates challenges to generate reliable forecasts for delivery demands in
regions with limited data. Changes in consumer behavior due to holidays, promotions, or unexpected
events (like weather changes) can introduce irregularities that the models may not be able to capture
accurately without further tuning.

In recent years, innovative last-mile delivery models have gained significant attention as cities
seek to enhance efficiency, reduce costs, and minimize the environmental impact of urban logistics.
Among these models, crowdshipping has emerged as a promising solution. Crowdshipping leverages
the concept of sharing economy, utilizing the unused capacity of individuals’ vehicles or their
existing travel routes to deliver packages. A study presents a comprehensive study on optimizing
last-mile delivery using a multi-criteria approach that integrates automated smart lockers, capillary
distribution, and crowdshipping [12]. The study emphasizes that crowdshipping can significantly
enhance the efficiency of urban logistics by tapping into a network of volunteers who deliver packages
to smart lockers or directly to customers. This approach optimizes delivery times and costs making
it flexible within logistic processes. However, the study also identifies limitations associated with
crowdshipping, particularly in terms of coordination and reliability. While crowdshipping reduces
delivery costs and leverages underutilized resources, it introduces complexities in managing a
network of decentralized delivery agents. Ensuring timely deliveries and maintaining service quality
can be challenging due to the variability in participants’ availability and commitment. Incorporating
these methods into urban logistics systems presents opportunities for cities to enhance the efficiency
of last-mile deliveries. It is also worth noting that the reliance on crowd participation and the
infrastructure required for automated lockers highlight the need for further research and investment
to scale these models effectively.

Materials and Methods

The methodology used in this study is both exploratory and explanatory. The exploratory aspect
involves investigating the potential of spatial algorithms and optimization techniques to enhance
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courier delivery efficiency. Meanwhile, the explanatory component focuses on understanding how
these methods impact the logistics processes within predefined urban delivery zones. The research
design is cross-sectional, capturing data and insights at a specific time to provide a comprehensive
analysis of the current delivery system and optimization methods.

To identify the most effective clustering algorithms for optimizing courier delivery zones,
the study employed a dual evaluation framework: qualitative analysis, focusing on conceptual
suitability and practical strengths, and quantitative analysis, emphasizing performance metrics and
computational efficiency.

The methodology evaluates algorithms utilizing Big O notation to assess performance at the
computational expense level.

K-Means Clustering. K-Means was chosen as a baseline method due to its simplicity and
efficiency in handling large datasets [13]. Its ability to partition data into a fixed number of clusters
makes it well-suited for scenarios where delivery zones are expected to maintain consistent sizes and
densities as shown in Equation 1.

WCSS = Ty Zeeq Nx—all ()

where C; represents the cluster of iteration i-th, x is a data (geographical point) and &; is the centroid
of'a cluster (C;). The algorithm advances thoroughly until centroids show no large difference between
iterations, indicating that data points within a cluster have been collected into a cluster. In terms of
computational expenses, the algorithm demonstrates the time complexity (O notation) in Equation

2[13].

where O(nKd) evaluates computing distances for all  points in d-dimensional space, 0(nd)
computing new centroids and I indicates total complexity (iterations).

DBSCAN Clustering. DBSCAN (Density-Based Spatial Clustering of Applications with Noise)
was selected for its capacity to identify clusters of varying densities and exclude noise, making it
ideal for urban settings with irregular demand patterns [14]. Noise points (points without clusters)
are an essential part of the algorithm that determine outsider points that are left without clusters. It
depends on the minimum neighbor amount and distance between neighbor parameters. To evaluate
algorithm’s performance, a noise points percentage is calculated as shown in Equation 3:

) ¥ 100 (3)

. Noise Points
Noise Percentage = (————
Total Points

The algorithm is highly dependent on the following parameters:

1) & (Epsilon radius) maximum distance between two points to be considered neighbors. It is the
radius within which the algorithm counts neighbors, so it determines what is “close enough.” If € is
set too small, even natural neighborhoods look empty and most points become noise; if it is too large,
distinct zones blur together into one oversized cluster;

2) MinPts (Minimum Points) minimum number of points required to form a dense region. Low
MinPts makes it easy for random alignments of addresses to masquerade as clusters, while a high

MinPts filters out those coincidences but can also hide legitimately small zones.
For given x (data point), the epsilon radius is defined as shown in Equation 4:

N.()={y € X | d(x,y) = &} “4)
where d (X, ) is typically the euclidean distance, used for determining distance between data points
(addresses). The group of data points is considered as a cluster by satisfying and classifying [15].
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1) If it has at least MinPts points (including itself) within its e-epsilon radius (core point)
(Equation 5).

| N,(x) | = MinPts (5)

2) Lies within the e-epsilon radius of a core point but does not have enough neighbors to be a
core point (border point) (Equation 6).

N_(x) < MinPts (6)
3) Neither a core nor a border point (outlier, noise) (Equation 7).
N.(x) <1 (7)
Overall time complexity fits within (Equation 8):

O(nlog,) (8)
where ™ stands for total dataset size.

Evaluation of clustering algorithms performance is conducted based on the Silhuotte Score
(Equation 9). It is a metric used to evaluate the quality of clusters in a dataset, it provides a
useful measure for evaluating clustering results, but its interpretation should consider the data's
dimensionality and the shapes of the clusters [16, 17].

b(i)—a(i)

s = @) ©)

where a(1) is distance to points in the same cluster (cohesion within cluster) and b(i) a distance to
the closest different cluster (cohesion of clusters). Lower @ (i) means better cohesion. Used alongside
the Elbow Method to determine the optimal number of clusters (k) in K-Means clustering [18, 19].
It is based on the inertia (sum of squared distances) between data points and their assigned cluster
centroids. Inertia is calculated using the same equation (1), and results can be interpreted in the
following rules: 1) low WCSS, clusters are more compact; 2) high WCSS, clusters are spread out.
The "Elbow" is where the rate of decrease in WCSS(k) slows down, meaning adding more clusters
does not significantly improve clustering quality (Equation 10).

AWCSS (k) = WCSS(k — 1) — WCSS(k) (10)
compute the second derivative to find the point where the curve flattens (Equation 11):

AWCSS (k) = AWCSS (k — 1) — AWCSS (k) (11)

The elbow point occurs at the value of K where the second derivative is maximized.

DBSCAN utilizes a different approach in evaluating Silhouette Score of clusters (Equation 12)
[20], because: 1) it labels some points as noise (-1); 2) noise points must be excluded from the score
computation.

1

Spescan = M—Zi € clustered points S(1) (12)
Nelustered

where N.jystereq is the number of non-noise points (belonging to a cluster).
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The Silhouette Score is interpreted in range of values (Table 1):

Table 1 — Silhouette score value classification

Silhouette Score value
Near 1.0
0.5-0.7
02-04
Near 0.0
Negative (s < 0)

Clustering quality
Well-separated, compact clusters
Good clustering, but some overlap
Moderate clustering
Poor separation, clusters are overlapping
Clusters may be incorrectly assigned

A study of clustering algorithm performance metrics on blood donors indicate that K-Means
clusterization is most effective in cases where the data is well-separated and follows a spherical
distribution (which fits well with address data points) [21]. The only limitations are strong reliance
on initial centroid placement and mandatory specification of number of the clusters (K). It is worth
mentioning that Hierarchical Clustering proves to be great for understanding correlation at different
layers of data clusters. However, its computational requirements and sensitivity to data noise might
be primary reasons for high maintenance costs. DBSCAN is well-suited for handling datasets with
varying densities and noise, making it an excellent option for complex and irregular data distributions.
However, its performance is highly dependent on the careful selection of parameters (€ and minPts),
which, if not properly tuned, can lead to can lead to less effective grouping of data points.

The dataset used in this study comprises several key features, including geographical information
(latitude and longitude) representing receiver locations, along with additional attributes such as
delivery details and timestamps. Each record corresponds to a unique geographical point within an
urban region, ensuring the dataset’s relevance to practical applications like delivery zone optimization
and courier assignment. The dataset went through preprocessing to address missing or invalid entries,
resulting in a clean and structured format suitable for analysis. The data captures deliveries over a
2-month period, spanning from 30 October 2024 to 31 December 2024 resulting in ~900 delivery
items with unique receiver addresses. Such a short period is due to the fact that the company’s
integration with geographic address detection systems (2GIS) falls at the end of October (Figure 1).

Given the proprietary nature of the data and processes used in this research, the majority of the
content falls under a Non-Disclosure Agreement (NDA) with the company. Consequently, detailed
information related to company-specific data cannot be disclosed. All research activities, including
the collection and analysis of data, were conducted in compliance with confidentiality agreements
and were fully approved by the company’s management.
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Figure 1 — Dataset content (preview)
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Results and Discussion

The company owning the dataset, described previously, utilizes their own delivery zones that are
managed manually and rarely updated (Figure 2). From now on, these delivery zones are referred to
as static delivery zones.

== R =

Figure 2 — Company’s traditional static delivery zone design

The static delivery zones within Almaty are designed based on administrative and geographical
boundaries. There are 19 zones numbered and distributed across the city, reflecting population density,
urban infrastructure, and delivery demand. Key observations about these zones are provided further.

Major roads and highways traverse through the zones, ensuring connectivity and accessibility for
couriers. Zones 5 and 18 are adjacent to primary transportation routes, enabling efficient movement.
The static nature of these zones does not account for dynamic changes in delivery demands, such as
seasonal fluctuations or time-specific orders. Additionally, irregular zone shapes and varying sizes
can lead to inefficiencies in courier allocation and route optimization. To understand the real picture
of delivery demands, Kernel Density Estimation (KDE) heatmap is applied to get deeper insights
(Figure 3).
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Figure 3 — Heatmap visualization of delivery address distribution
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This heatmap shows insights into delivery demands based on the data provided. Combination of
static zones and heatmap markers reveals the relevance of each static delivery zone in relation to real
data. Only a few zones have an increased load (color saturation and volume) (Figure 4).

(4 |
s

D

Figure 4 — Static zone map and heatmap figures merged

The visualization reveals critical insights for resource allocation, enabling courier services to
distribute resources more effectively in high-demand zones.

K-Means powered delivery zones (clusters) are more uniform than the static zones, reflecting
the algorithm’s preference for even distribution (Figure 5). However, the shapes of the zones are
geometric and may not perfectly align with natural urban boundaries.
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Figure 5 — K-Means clusterization of delivery address data

The K-Means clustering algorithm was applied to segment delivery points into a predefined
number of clusters, offering a structured and computationally efficient approach to identifying
delivery zones. Several clusters (k=20) were chosen since the original static zones contain 19 clusters
(manually designed). The choice is picked by considering business and technical perspectives.

The company that possesses the dataset and utilizes the static zones has a small group of
operating couriers (12 to 15). A slightly higher number of clusters brings flexibility and fair workload
distribution among couriers.
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Original static zones have 19 manually designed clusters. Using ensures that clustering methods
align closely with the existing operational structure. It also provides a good balance between having
too many small clusters (inefficient) and too few large clusters (long delivery times).

Dynamic distribution of delivery zones using the algorithm results in a form of zones designed
in compact and evenly distributed across the map. Although there is an exception of empty areas that
are not marked. This approach can help to evenly distribute work among couriers, since each courier

one (Figure 6).

will have approximately the same area in size. Compared to static areas on the left side of Figure 6,
where one courier may have a significantly larger area, and another may have a relatively smaller

Static delivery zones K-Means based zones
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Figure 6 — Close look on static and algorithm generated zones

Future iterations could integrate dynamic adjustments to the value of k based on real-time data,
such as traffic patterns or seasonal demand fluctuations, to make K-Means clustering more adaptable
to the complexities of urban logistics.

Silhouette Score remains close to 1 when cluster , indicating that clusters are well-formed and
clearly separated. This suggests that fewer, larger clusters maintain strong cohesion. There is a

significant decline in the score after , suggesting that increasing the number of clusters beyond this
point reduces cohesion. Thus, based on dataset size, clusters may lead to inefficient segmentation,
with overlapping and less distinct clusters (Figure 7).

Silhouette Score for Optimal k Selection
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Figure 7 — Elbow method applied with Silhouette score
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Unlike K-Means, DBSCAN does not require specific number of clusters. It makes it ideal
for capturing anomalies and variations in delivery patterns. The output map showcases dynamic
clusters generated by the algorithm, with each cluster represented by an unique color (Figure 8). The
algorithm captures the natural structure of delivery zones, adapting to irregular geographical features
and demand distributions. Basic DBSCAN results in a noise points percentage of 9.62%.

Figure 8 — DBSCAN density clustering with noise (grey dots)

Grey points that fall outside the defined density parameters are categorized as noise. These points
typically correspond to isolated delivery locations that do not belong to any cluster.
Silhouette score evaluated 1-stage DBSCAN algorithm with moderate result output:

Silhouette Score for Single — Stage DBSCAN:0.4229

Results are like the 3-stage DBSCAN approach and common interpretation of results are
provided below.

To capture all grey points the algorithm was tuned to support a multi-stage clustering approach
including carefully managed parameters to address the varying densities and noise levels (Figure
9). The primary clustering stage used small epsilon value £,,;, = 0.0035 and minimum sample
size MinPts,,;,, = 5 to capture high-density delivery zones, such as those in the central urban
areas. These strict parameters ensured compact clusters that accurately represented dense regions. In
the secondary stage, noise points from the primary clustering were re-evaluated with lower epsilon
£.qe. = 0.009 and reduced minimum sample size MinPts_,. = 3.

This allowed the algorithm to form clusters in medium-density areas while avoiding over
merging. A tertiary stage was introduced with the largest epsilon &;,4 = 0.035 and keeping
MinPts.;,.4 = 3 to address remaining noise points in populated regions, ensuring comprehensive
coverage of the dataset. The 3-Stage DBSCAN approach demonstrates a noise points percentage of
1.21%, which is almost 8 (7.9504) times lower than 1-Stage DBSCAN.

FEc.

103



HERALD OF THE KAZAKH-BRITISH
No. 2(73) 2025 TECHNICAL UNIVERSITY

Iveasy

Figure 9 — DBSCAN 3-stage clusterization (primary, secondary and tertiary)

The multi-stage approach effectively allowed DBSCAN to adapt to urban, suburban, and
peripheral delivery patterns. The approach ensured noise points were incorporated into clusters
without precision degradation. The flexibility of DBSCAN in forming irregular cluster shapes
captured real-world delivery zone layouts that static delivery zones could not provide. This method
demonstrates how density-based clustering can optimize delivery zones, balancing the trade-off
between precision in dense areas and inclusivity in regions. While the approach required careful
settings of eps and min_samples parameters, its ability to handle noise and adapt to varying densities
demonstrates its effectiveness in clustering geographical data points.

Silhouette score accessed 3-stage DBSCAN approach with moderate result:

Silhouette Score DBSCAN Clustering: 0.3613 (Moderate)

The approach refines clusters in three steps: 1) identifies initial dense regions (clusters); 2) groups
previously unclustered noise points; 3) attempts to cluster remaining noise. As a positive impact,
more data points are assigned to clusters rather than being marked as noise (grey points). However,
secondary and tertiary clusters may have less compact structures, leading to lower silhouette values
(clusters overlapping).

Score 0.3613 is fine result for 3-stage DBSCAN but suggests that some clusters may be too
loose or overlapping.

Performance comparison is based on Silhouette Score and Noise Points percentage (Table 2).
K-Means has more effective clustering structure (optimal between 1 < k < 7), whereas 1-Stage
DBSCAN (0.4229) performs better than 3-Stage DBSCAN (0.3613), but still lower than K-Means,
indicating that DBSCAN struggles with cluster separation.

Many clusters are algorithm-specific. K-Means is fixed to a specific number of clusters, providing
a structured segmentation. DBSCAN has a variable number of clusters, as it determines clusters
dynamically based on density.

K-Means has 0% noise level, it assigns every data point to cluster. 3-Stage DBSCAN algorithm
is purposed to maximize the amount of data points binded to clusters, since grey points have low
value in further application of data-driven approach. 1-Stage instance has a high noise rate (9.62%),
meaning many points are left unclustered.
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Table 2 — Performance metrics comparison

Category K-Means DBSCAN DBSCAN
(1-Stage) (3-Stage)
Silhouette score 1<k=<7 0.4229 0.3613
Number of clusters 20 Varies Varies
Noise points (%) 0% 9.62% 1.21%
Time elapsed (for 924 data points) 0.1384 seconds 0.0104 seconds 0.0375 seconds

In general, K-Means is the most structured approach, ensuring all points belong to clusters.
DBSCAN (1-Stage) leaves too many points unclustered, making it less reliable. 3-Stage DBSCAN
balances flexibility and data coverage, reducing noise while maintaining adaptive clustering.

K-Means take slightly longer time (~0.14 sec.) to capture all data points compared to DBSCAN
instances (~0.01 sec. and 0.03 sec.). It is explained with the nature of K-Means, the algorithm covers
all data points without leaving any unassigned points. DBSCAN, based on its parameters, may leave
any points unclustered that do not satisfy the euclidean minimal distance (distance between points).

Conclusion

This research paper explored the potential of clustering algorithms to optimize delivery zones
in Almaty, addressing the limitations of traditional static delivery zones. By leveraging geolocation
data and applying clustering algorithms, the study demonstrates opportunities that dynamically
managed delivery zones can provide in terms of alignment with real-world delivery demands in
urban environments. The analysis revealed that static zones lack the flexibility to adapt to varying
delivery demands. K-means clustering offered a structured approach to dividing delivery zones into
uniform zones, highlighting its computational efficiency and suitability for evenly distributed data.
High-demand areas were distributed into smaller, more manageable zones, while low-density regions
were clustered into larger zones to minimize operational costs. The integration of heatmaps further
revealed the insights by providing a visual representation of delivery density, identifying hotspots
for decision-making.

Although the comparative results for K-Means and DBSCAN are promising, they rely on two-
month temporal scope that provides seasonal fluctuations. To move beyond these constraints, future
work should embed clustering within an end-to-end routing simulation that uses network-based
travel metrics, consider wider range of temporal scope for dataset, explore spatial or streaming
algorithms that adapt zones continuously, extend evaluation to multi-objective criteria covering cost
and time-window compliance. Also, it should focus on integrating real-time data such as courier
movement dynamics and order volumes to develop these dynamic zones further. The scalability of
clustering algorithms like DBSCAN for larger datasets and real-time applications should be explored.
This work lays the groundwork for adopting adaptive zoning models that respond to the evolving
demands of urban logistics, contributing to more sustainable and efficient delivery systems in smart
cities.
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KAJIAJIBIK KYPBEPIIK TIOTHCTUKAJATBI KJIACTEPIEY
OAICTEPIHE HET'I3AEJT'EH AEPEKTEPMEH OHTAUJAHABIPY

Angarna

Kananap meH onapabiH HHOPaKYPBUIBIMBIHBIH KapKBIHJIbI TaMYbI XKaFIaiibIH/1a caralibl KaJlaJblK )KeTKi3lTiMre
JIETEH CYpaHbIC Y3/IKCi3 ecim keneni. by skymbicTa KypbepIlik KOMITAaHHS YCBIHFAH JICPEKTEp HETIi3IH/Ee JKETKi3y
alfMaKTaphIH VIIIECTipy MYMKIHIIKTEpi KapacThIpbLIaabl. KoMeH KyphITFaH TOCTYpIIi aiiMaKkTap KeOiHece Kana arsl
aya paibl, KOJI KO3FaJIBICH, KOIIIe JKeITici CHAKTHI (haKTopIapAbl AyprIc eckepe Oepmeiini. 3eprreyne K-Means xone
DBSCAN kiacrepiiey alropuTMAEpiHiH )KeTKI3y aiiMaKTapblH THHAMHUKAJIBIK TYP/E KaJIbIITACThIPYFa Kalai bIKIal
eretini kepcerineni. CanpicTeipmansl Tanaay Silhouette score sxoHe Big-O HoTanmsicsl Topi3ai KepceTKimrep/i
naiinananaasl. Hotmwkenep K-Means anroputmi Oipkeiki, KypbUIBIMIBI Kiactepiep KyparbiHbiH, an DBSCAN
JIEpeK THIFBI3IBIFBIHA OCHIMICIIN, MKEM[i IIeKapanap aHBIKTAUTHIHBIH monenaeni. Kem merreitmi DBSCAN
TOCLTI IIAIIBIPAHKB! TANICHIPBICTAPIBIH MIOFBIPIAHYBIH a3alTHII, OAapIBIK KETKi3y HYKTEJepiHe KOJDKETIMILTIKTI
aptTeIpansl. OchuIaiiia, KiracTepiey aaropuTMIepi Kyphepiep apachlH/Ia TAICHIPHICTapABI 9111 06Ty i KEeHIIIeTIM,
OTepalMsIIbIK IBIFBIHAAP/BI KBICKAPTYFa MYMKIHJIIK Oepeni. bonamakra anroputMaepAiH TMHAMUKAIBIK OpTaia
KaJiail )KYMBbIC iICTEHUTIHIH Oaraiay YIIiH HaKThl YaKbITTaFbl AEPEKTEP/Ii CHI'13y KaXKeT.

Tipek ce3aep: 1orucTrka, Kactepiey alropuTMIepi, Kypbepilik KeTKi3y/li OHTalIaHIbIpy, aKbIIIBI Kajianap,
JKETKI3y aiiMaKTapbl, MAaIIMHAJIBIK OKBITY.
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METO/bI ONITUMHU3ALNNH, OCHOBAHHBIE HA KJIACTEPU3ALINA
HA OCHOBE JAHHBIX I'OPOJACKOU KYPBEPCKOMU JIOTHCTUKHU

AHHOTAUMSA

B ycioBusix cTpeMHUTEIBHOTO Pa3BUTHSI TOPOAOB U UX MHPPACTPYKTYPHI CHPOC K Ka4YECTBEHHBIM T'OPOACKUM
JIOCTaBKaM BO3PACTAET C TOH ke CKOpOCThIO. JlaHHast paboTa nccieayeT BO3SMOXHOCTH TMHAMHUYECKOTO pactipeie-
JICHUS! 30H JIOCTABKHU JUISl KyPBEPCKUX JOCTAaBOK HA OCHOBE JAHHBIX, IPEOCTABISIEMBIX KyphepPCKOH KOMIIaHUEH.
TpanuiuoHHbIE 30HBI JOCTABKH, CO3aBaeMble BPYyUHYIO, YaCTO HE 00ECIIEUNBAIOT PEICBAHTHOCTD KAPTHUHBI 110 OT-
HOIICHHIO K PeaIbHOM CUTYyaluu B Topojie (roroaa, Tpaduk, 10poru 1 T.71.). B 1aHHOM Hccie0BaHnH TPUBOASTCS
pe3yabTaThl TOTO, Kak anroputMbl kinactepusanuu K-Means 1 DBSCAN moryT crnoco6cTBOBaTh AMHAMUYECKOMY
pacripeieieH|Io 30H JJOCTaBOK B BHJIE KilacTepoB. CpaBHUTENBHBIN aHAJIM3 BKIIOYAECT B ceOsl y4eT TaKkuX IOoKa-
3areneid, kak 3HadeHue Silhouette n BeruMcaUTENBHAS cIOKHOCTH Big-O Notation. Pe3ynbrarsl mokasbsiBaioT, 4To
K-Means anroput™ co3gaer CTpyKTYpUpPOBAaHHbBIE U paBHOMEpPHBIE KiIacTepbl, B TO Bpemst kak DBSCAN mokasbr-
BA€T PE3YJbTAaThl B OMPEACICHUN TMOKUX KJIACTEPOB C YIETOM IUIOTHOCTH JaHHBIX B PErHMOHE. MHOTOypOBHEBBII
DBSCAN mnpenocTaBisieT BO3MOKHOCTh YMEHBIIUTh KOHIIEHTPAIIMIO «IIIYMOB», TEM CaMBIM YBEJINYMBAs OXBaT
BCEX TOUEK 10CTaBOK. [loyueHHbIe pe3yabTaThl OTMEUAIOT IPEUMYIIECTBA UCTIOIb30BAHNUS AITOPUTMOB KJIACTEPH-
3allMU B CO3/JaHUU TUHAMUYECKUX 30H JOCTABKH JJIs YIyUIIEHHsI IPOLIECCOB paclpeesIeH sl 3aKa30B MEXy Kypb-
€paMU U YMEHBIIEHHEM OMNEPallMOHHBIX pacXoloB. B nanbHelmue uccienoBanys ClefyeT BKIIOYUTD MOTyYeHHE
JAHHBIX B pealbHOM BPEMEHN JUTs HAOIIOACHUH 3a paOOTOH aIropuTMOB B AMHAMUYECKOH Cpeie.

KuroueBble c10Ba: JIOTUCTHKA, aJTOPUTMBI KJIACTCPU3AINH, ONTHMM3ALUSA KYPHEPCKOH TOCTAaBKH, YMHBIC
ropoa, 30HbI I0CTaBKH, MALIMHHOE 00y4eHHE.

Article submission date: 27.02.2025

109



