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DEVELOPMENT OF AN AUTOMATED SMART SYSTEM
FOR AIR PURIFICATION IN AN URBAN ENVIRONMENT

Abstract

This article presents the development of an automated control system for the process of amine purification of
polluted mixtures, a critical industrial process for removing hydrogen sulfide and other acid gases from gas streams.
To emphasize the relevance and significance of this study, a preliminary analysis was conducted utilizing databases
on pollution levels in the city of Almaty. The analysis provided valuable insights into the current environmental
conditions and underscored the necessity of implementing effective purification technologies. The mathematical
modeling of the amine purification process was carried out using the Simou method, resulting in an accurate transition
function for the system. The parameters of the mathematical model were determined, and an in-depth analysis was
performed to evaluate the stability, controllability, and observability of the system. These analytical procedures
were executed using MATLAB software. To enhance system performance, PI and PID regulators were synthesized
and evaluated. The simulation results guided the practical implementation of the automation system, utilizing the
Modicon M340 programmable logic controller from Schneider Electric and the Harmony 6400 control panel. A
visualization system for the amine purification process was developed using a mnemonic circuit that includes a
control panel, an indicator panel, and graphical representations of key process parameters. The EcoStruxure Control
Expert and EcoStruxure Terminal Expert software were employed to design and optimize this visualization system,
ensuring user-friendly and efficient monitoring and control. In addition to addressing industrial process needs, a
Smart City concept was developed as part of the research. This concept leverages the ARIMA (Autoregressive
Integrated Moving Average) artificial intelligence method to analyze the concentration of harmful substances in the
air. By integrating this analysis, the study aims to contribute to broader urban environmental management efforts.
The outcomes of this work highlight significant advancements in industrial gas purification technology and its
applications in environmental management, contributing to the development of sustainable and efficient solutions
for modern industry.

Key words: Smart city, Artificial intelligence, Air purification, Carbon capture, Absorption column, ARIMA,
Programmable logic controller.
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Introduction

This article focuses on developing an advanced automated control system specifically tailored
for the carbon capturing process. This process is based on chemical reaction of solvent and flue gas,
that comes from industrial emission. The inception of this research was influenced by an in-depth
study utilizing databases to analyze pollution levels in the city of Almaty. The objective was to
evaluate the significance of implementing such a system in terms of its potential impact on reducing
local pollution levels.

To accurately model the amine purification process, the Simou method was employed. This
approach enabled the creation of a mathematical model that effectively describes the dynamic
behavior of the process through a precise transition function. Utilizing MATLAB software, several
key aspects of the mathematical model were analyzed. Parameters were derived and rigorously tested
through analytical procedures that examined the system’s stability, controllability, and observability.
The work also involved the synthesis and assessment of both Proportional-Integral regulators. These
regulators are integral for maintaining the desired level of control over the purification process,
optimizing performance and efficiency.

Following successful simulation studies, the automation of the process was implemented using
the M340 Programmable Logic Controller (PLC) from Schneider Electric. For operational control
and monitoring, a sophisticated human-machine interface (HMI) was developed. This interface
features a control panel that allows operators to interact with the system efficiently, an indicator
panel that displays system statuses, and graphical representations of key process parameters and PI
controller performance. The HMI software, EcoStruxure Control Expert and EcoStruxure Terminal
Expert from Schneider Electric, were utilized to develop and integrate these visualization tools.
Overall, this article exemplifies the integration of advanced modeling techniques, rigorous system
analysis, and modern automation technology to enhance industrial purification processes, contributing
significantly to environmental protection efforts.

At the 21% United Nations Climate Change Conference (COP21) in Paris, socio-environmental
challenges like droughts and flooding from global warming were identified, and sustainable ecosystem
management was highlighted as key to reducing greenhouse gas emissions (IPCC, 2021) [1]. The
Kyoto Protocol, an international agreement aimed at reducing greenhouse gas emissions, identified
six primary greenhouse gases that significantly affect the environment: CO2 (carbon dioxide), CH4
(methane), N20O (nitrous oxide), HFCs (hydrofluorocarbons), PFCs (perfluorocarbons), and SF6
(sulfur hexafluoride). Among these, carbon dioxide is considered the leading contributor to global
climate change [2]. For example, carbon dioxide emissions rose from 22.15 Gt in 1990 to 36.14
Gt in 2014 [3]. Various efforts have been made to reduce the environmental impact of fossil fuels,
including enhancing process efficiency, developing innovative energy conversion technologies, and
advancing affordable renewable energy sources with minimal environmental effects, such as solar,
wind, biomass, and geothermal energy [4]. Carbon capture and storage (CCS) has shown promising
potential in mitigating global warming and combating climate change [5]. The Sleipner project in
Norway, launched in 1996, and the In-Salah project in Algeria were pioneering CCS initiatives
designed to test the feasibility of injecting CO, into saline aquifers, with Sleipner handling up to 0.9
million tons per year and In-Salah reaching a capacity of 1.2 million tons annually. In 2019 there
were 22 large-scale ongoing CCS projects worldwide [6].

All carbon capture methods are generally classified into three main processes: pre-combustion,
oxy-fuel combustion, and post-combustion, with other industrial approaches, whether low-carbon or
carbon-free, being based on one or a combination of these core techniques [7]. In Qatar LNG CCS
project has added cryogenic separation technology, where carbon dioxide is captured from industrial
exhaust gas streams through cryogenic cooling [8], to their infrastructure [9]. Oxy combustion,
implemented in UK, North Yorkshire [10] is a technique of burning fuel using pure oxygen, resulting
in higher temperatures, lower fuel use, and higher CO, concentration [11]. In pre-combustion carbon
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capture, CO, is extracted from fossil fuels prior to combustion. Although pre-combustion capture
offers higher efficiency, it is generally more costly than the post-combustion capture process [12].
The post-combustion CO, capture technique effectively removes CO, and other gases emitted
from the combustion of fossil fuels, utilizing either physical or chemical adsorption and absorption
mechanisms [13]. The amine-based carbon capture process is suitable for retrofitting existing power
plants and other industrial combustion processes [14]. The scale-up and enhancement of amine-based
carbon capture technology gained momentum in the mid-2000s due to increasing commercial interest
in carbon capture. To accelerate CCS deployment over the next decade, CO, capture with amine-
based solvents — currently the most effective and advanced technology — is critically important [15].

And now a lot of facilities are based on this method of CCS. The best examples are Petra Nova
in USA[16], SaskPower’s on Boundary Dam’s Unit 3 in Canada [17], Al Reyadah in UAE [18]. In
Kazakhstan there is Unit 300 in Tengizchevroil [19]. Unit 300 is a unit for cleaning hydrocarbon
gases of separation and stabilization coming from the U-200 from acidic components (,,,, and CO,)
with a circulating DEA solution [20].

H2S

1 Materials and Methods

1.1 Description of technological process
The technological process, that was described, involves carbon capturing and compressing, and
does not include its further processing or storage, is shown in Figure 1.
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Figure 1 — Technological process scheme of capturing CO,

Absorption
tower

Sequence of technological process of capturing CO2 shown in Figure 2. Firstly, the flue gas,
that consist mainly of nitrogen, water, CO, and other impurities such as oxides of sulphury (SOx)
or nitrogen (NOx) and dust [29], is cleaned of large particulates and contaminants, which prevents
damage to the subsequent carbon capture system and affects its durability [22]. Within this tower,
amine solutions Monoethanolamine (MEA) or Diethanolamine (DEA), are strategically deployed to
effectuate the chemical binding of carbon, with a particular focus on carbon dioxide present in the
flue gas. The interaction between the flue gas and the amine solution results in the absorption of CO,,
effectively entrapping it in the solution for further processing.
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As the flue gas traverses through the amine solution, the CO, molecules become immobilized
within the liquid medium, leading to a saturation point where the amine solution is replete with
captured carbon. The formula of reaction:

C,H,0HNH, + H,0 + CO, & C,H,OHNHi + HCO3 (1)

The concentration of MEA will be 30% and expected to capture 90% of CO,. And in reinforced
mode MEA will be 20% and capture 95% of CO2. However, the specific heat requirement as well
as the costs are sharply decreasing with increasing MEA concentration from 15% to 20%. It can
be explained that when using too low MEA concentration (e.g., 15% MEA), it will lead to a large
solvent flow rate and thus expand the equipment dimension and higher CAPEX [30].

At this juncture, a vital facet of the carbon capture process unfolds, necessitating the regeneration
of the saturated amine solution. The solvent is then recycled within the system. Subsequent cooling
and recombination of the amines are performed to restore the solution’s pristine condition, rendering
it once again capable of efficiently capturing additional CO, from the incoming flue gas.

FLUE GAS WITH REGENERATOR
coz2
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FLUE GAS COOLER TREATED FLUE GAS
l DESORPTION
BASIC FILTRATION AND
COOLING TO THE RIGHT I
TEMPERATURE
l CONDENSATION
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PURIFICATION GAS
3 SEPARATION
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FURTHER
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Figure 2 — Sequence of technological process of capturing CO,

In the wake of the successful regeneration of the amine solution, the extracted CO?2 is subjected
to compression to attain the requisite pressure and concentration for its subsequent transportation and
storage. Notably, a defining characteristic of this facility, constituting the essence of the overarching
project, lies in the further utilization of the captured carbon dioxide. It is routed through an intricate
network of pipelines, ultimately destined for injection into aged oil reservoirs. This innovative
application serves to elevate reservoir pressure and augment oil recovery efforts by facilitating the
expulsion of a larger volume of oil through the pre-existing wells, thereby bolstering oil production
and recovery rates.
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The control object in our technological process is the amine absorber. The separation unit system
is subject to a three-level automated process control system model. The separation unit measures the
temperature, and flow rate of amine, the concentration of CO, as an output. In Figure 3 its structural
scheme is shown.

Ns
Ms
Nf
—_—
M Control plant
hw ,

Absorber
Figure 3 — Structural scheme of control plant

The diagram above shows which variables depend on our managed inputs. That were described
in Table 1.

Table 1 — Main characteristics of control plant

Name Description Input/Output Discrete or
of the parameter signal Analog
Ms Amount of solvent I A
Mf Amount of flue gas I A
Ns Amount of outlet flue gas Q A
Nf Amount solvent containing dissolved CO, Q A

1.2 Mathematical model

The transfer function is calculated based on the transition process curve using specialized
programs for analyzing and synthesizing automatic control systems. Figure 4 displays the curve
that best represents the actual transient process of reagent consumption into the absorber, which was
obtained through experimental identification in at the complex gas Unit no. 9 of the Urengoy Gas
Condensate Field. The researchers had access to the control plant during the experiments [24].
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Figure 4 — Transient curve of solvent consumption into the absorber
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Transfer function coefficients will be calculated by Simou “area” method [31]. The general view
of the model for Simou method:

1 + blp + bzp + e + bmpm

W)t =KW, Pt =K
®) m(P)e 1+ a;pt+azp + -+ a,p®

e, )

Selection of a functional model based by Simou in MATLAB. Transition curves of the models can
be computed from the identified transfer functions utilizing the inverse Laplace transform method.
The outcomes of the transient calculations performed on a computational platform are provided
below. The coordinates of the transition points based on Model 4 and Model 5 roots are shown in
Figure 5.

H(T) Transition curves of 4 and 5 models

0 0,5 1 1,5 2 2,5

Figure 5 — Transition curves of 4 and 5 models

As can be seen from Figure 5, the 5Sth model turned out to be the closest to the object, the transfer
function of which has the form:

1+0.2p
1+ 0.78p + 0.2p? )

W, () =

This is the transfer function of CCS process that describes the Transient curve of Unit no. 9 of the
Urengoy Gas Condensate Field, that shown in a Figure 5, derived by the Simou method in Matlab.

1.3 Selection of regulatory laws

To implement and chose regulator MATLAB was used. There is a tool PID Tuner, that can set
proportion, integral and derivative modes and calculate all characteristics off step input. To simulate
and see the result, the project that shown in Figure 6 was designed.
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Figure 6 — Structural diagram of an open and closed system with a PI controller
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In this structural diagram at the beginning “Step” block is used. This is the source of signal to see
the process response. Then the “Transfer function” blocks are used. The first one goes to right to the
“Scope”, that is needed to see result graphs. “PI(s)” goes after the second “Transfer function” block.
Inside of this block the main part of controller. By this way there are two graphs: graph without
controller and with controller, which are shown in a “Scope” in Figure 7 below.

The graph shows that the PI controller compensates for fluctuations in the early stages of the
process and brings the system to the required level. The simulation results of a closed system with
and without a PI controller clearly show that the quality of the transition process has changed - the
regulation time has decreased. The transition process proceeds faster, the adjustment time is about
one second, there are no overshoot phenomena and fluctuations of small amplitude. In Figure 7
dotted line graph show the transient process graph without PI controller and blue line shown transient
process graph with PI controller. After that they can be compared, by characteristics taken in Matlab.

Step Plot: Reference tracking
12

Rise: 0.344s Overshoot: 6,74%

Setling time: 0.602 Steady-state Error : 0.00
Y Peak: 1.07 *
Rise: 0.151

0B
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—

~=" JRise:0.598
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Figure 7 — Transient process graph without and with PI controller

The important controllers’ parameters and characteristics of system with and without controller
are shown in Table 2 and Table 3.

Table 2 — PI controller parameters and characteristics of system

Characteristics With PI controller Without PI controller
Proportional gain 9.945 1
Integral coefficient 15.9594 0

Gain margin Inf dB Inf dB
Phase margin 77.4 deg -180 deg
Peak 1.07 0.516
Overshoot 6.74% 3.12%
Rise time 0.151 seconds 0.598 seconds
Settling time 0.602 seconds 1.6 seconds
Steady-state error 0 0.4
Steady-state value 1 0.6
Closed-loop stability stable stable
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To compare results Table 3 shows PID controller characteristics. In the left is the most suitable
and in the right is controller with huge coefficients.

Table 3 — PID controller parameters and characteristics of system

Characteristics With PID controller With PI controller
Proportional gain 1.8328 9.945
Integral coefficient 4.5571 15.9594
Derivative coefficient 0.0976 0
Gain margin Inf dB Inf dB
Phase margin 69 deg 77.4 deg
Peak 1.08 1.07
Overshoot 8.83% 6.74%
Rise time 0.521 seconds 0.151 seconds
Settling time 1.63 seconds 0.602 seconds
Steady-state error 0 0
Steady-state value 1 1
Closed-loop stability stable stable

The results obtained with the help of the PI controller shows that the rise time and the settling
time decrease. Overshoot is decreased because of Integrating part is included. The error decreases
and reaches 0. Clear evidence for clear and accurate results of PI controller impact.

2 Results and Discussions

2.1 Controller Programming

Simulation of chosen Modicon M340 controller can be achieved in EcoStruxure Control Expert.
In this software configuration of controller, code, operator screen can be done. The main idea of
all simulation part is to connect real M340 controller with EcoStruxure Control Expert. In KBTU
there are Schneider Electric stands with M340 and M241 controllers (Industrial Automation Lab),
indicators, switches and terminals.

Figure 8 — Modicon M340 controller
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In Figure 8 M340 controller is shown. With this controller all process was simulated and
implemented in the next sections. In EcoStruxure Control Expert two HMI displays were made. The
first is shown in Figure 9. This is a complete SCADA system where operator can monitor the entire
simulation parameters, such as pressure, temperature and flow, as well as turn valves on and off.

Figure 9 — HMI display for carbon capturing process

In the left there is a carbon capturing process, in the upright part there are animated switches
designed for pumps. Below there are buttons with indicators for valves. Also, there is an emergency
reboot button, that turn of all valves and pumps, for emergency situations. And in the left bottom
there is a link to PID controller display, that is shown in Figure 10.

PID CONTROLLER PID .

™

T {s.)

-
o

Figure 10 — PI controller display

PID controller display is also divided in two parts. In the left side there is our control object. In
this display it’s impossible to turn on or off them. It’s only for monitor and set PI controller that shown
in the right side. There process value, set point and PI out signal parameters with corresponding
colors are shown. Set point can be changed. Changes in PV, SP and OUT can be observed on the
graph. Also, in its right there are bar charts, that show corresponding values. In the bottom of PID
window there are coefficients of PID controller. Moreover, there is a button for PI mode changing
from automatically to manual. In the right bottom there is link back to the whole process. In Table 4
program variables are shown.
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Table 4 — Program variables

Name Type Value Address HMI variable
1 2 3 4 5
All valve EBOOL %Q0.2.20
Flowl Q INT %QWO0.1.0 O
FlowSen_1 REAL
FlowSen 2 REAL U
Mode EBOOL O
Out REAL O
PI par Para PI B O
PessureSens_ 1 REAL O
Pump 1 EBOOL %QW.0.2.19 O
Pump 2 EBOOL O
Pump 3 EBOOL U
PV REAL X
PV Q INT %QW.0.1.1 O
secl EBOOL O
SP REAL 15 %QW.0.1.2 O
Templ Q INT %QW.0.1.3 U
TempSen_1 REAL
TempSen 2 REAL
TempSen 3 REAL O
TempSen_4 REAL O
timer EBOOL U
Valve 1 EBOOL %QW.0.2.16
Valve 2 EBOOL %QW.0.2.17
Valve 3 EBOOL %QW.0.2.18 X

There are variables for all valves, sensors, pumps, variables that used in PID controller. There the
limits and coefficients of PID located. Valves are EBOOL, all sensors are REAL type variables will
be used in HMI to open or close valves and indicate sensors reading. But in the BMX AMM 0600
only INT type of variable can be used. So that there are additional variables that were transformed
from sensors and PI controller REAL variables to INT and sand to M340 controller. Not every
variable was presented. To connect these variables with M340 several steps have been taken. First, it
is just necessary to put HMI variable mark in every necessary variable. Next is addressing. In the I/O
modules there are corresponding addresses that can be taken with variables. The process of writing

code is divided into two stages. Connecting these two blocks is shown in Figure 11.
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Figure 11 — PID regulator realization in PLC

The second stage of writing code is animation. To animate the entire process, it’s necessary to
configure and write the logic for all sensors. To do this, it is most convenient to create a section in the
ST language. This code describes the logic of process animation in HMI. If the first valve opens and
the other valves are also open, then the process starts, and the main reaction begins. It’s possible see
that the values change and FIC 001 shows the flow sensor on the PID controlled valve.

In the main HMI, shown in Figure 12, all the elements are presented: Cooling tower, Absorber,
Coolers, Heat exchanger, Regenerator, Re-boiler, Compressor connected with tubes. They all
designed using Ecostuxure Control Expert library, where there are a lot of figures and pattern for
valves, pumps, tubes etc., that can be animated using code. In the pump and tubes there are some
indicators, that change color depending of its status, ON of OFF. The background color is light grey,
which is traditional for HMI display.

Figure 12 — HMI with animation

The whole process values were taken from real plant. The PID controller animation was visualized
by trend diagrams and bar charts in Figure 13.
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Figure 13 — PID display in run mode

If set point is changing the regulator signal “Out” start affect on process value. It’s impossible to
show HMI designed in EcoStruxure Control Expert in the terminal. That why it’s required to design
another HMI in EcoStruxure Operator Terminal Expert, which will be projected in the Schneider
Electric terminal. By this HMI control object will be automated. In Figure 14 the designed HMI
is shown. There are all variables are set. To see the result, it has to be simulated or downloaded to
controller.
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Figure 14 — Simulated screen (Panel Harmony)
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There are no changings in variables. To see everything connected the Control Expert project and
this project have to be downloaded. In Figure 15 connections of output and indicators are shown.

Figure 15 — Inputs and Outputs

In the Figure 16 simultaneous work of EcoStruxure Control Expert and EcoStruxure Terminal
expert is shown. If there were no errors in connecting and transferring projects, then parallel changes
in permanent animations should be observed.
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Figure 16 — Simulation in EcoStruxure Control Expert
and Operator Terminal Expert
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In Figure 17 the simultaneous change of the corresponding variables like PV, pump and valves
can be observed.
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Figure 17 — Terminal Harmony 6400

And them can be changed and modified from Control Expert simulation, from Terminal Expert
simulation and from programmed terminal in Schneider Electric stand’s Terminal that sown in
Figure 16.

2.2 Smart city application

To integrate the proposed purification system effectively into the smart city infrastructure, it is
advocated for the utilization of artificial intelligence (Al) for air quality forecasting. In instances where
unfavorable conditions are forecasted, an enhanced operational mode for the system is suggested.
Given the availability of extensive historical data, the decision to utilize meteorological data for
forecasting was driven by its free accessibility and rich dataset. Meteorological conditions have a
significant impact on the level of air pollution. The distribution of pollutants is highly dependent on
wind speed and direction, as well as atmospheric currents [25]. These factors contribute to the long-
range transport of pollution from emission sources such as industrial plants and motor vehicles. If air
masses are directed towards populated areas, this can lead to increased concentrations of pollutants
at these locations.

Four primary meteorological parameters that significantly influence air quality conditions
emerge: wind velocity, air temperature, soil temperature, and precipitation. Within the scope of the
investigation, the Kazhydromet [27] meteorological database was utilized to procure data spanning
from February 10, 2020, to November 30, 2023. Daily mean values of the selected meteorological
parameters, sourced from the Almaty meteorological station, constituted the basis of the analysis.
Air quality metrics were sourced from the AirKaz.org [28] platform, with particular emphasis on
the CO concentration, owing to its comprehensive availability and indicative value. Consequently,
forecasting endeavors were predicated upon projections of CO concentrations as the principal air
quality indicator for specific dates. Accordingly, forecasting was made by this indicator. Air quality
data were not available for some dates, so data preparation for analysis involved the following
steps: data loading. handling missing values, addition of independent variable columns. The data
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preparation resulted in a dataset of more than 1300 rows ready for training the artificial intelligence
model and shown in Table 7.

Table 5 — Dataset for training the Al model

Date S1 S2 S3 S4 cO
30.11.2023 2,2 0,5 4 7,3 2
29.11.2023 0 0 3 9,6 14
28.11.2023 0 0,4 2 6,9 8
27.11.2023 0 0,5 2 4,7 11
26.11.2023 0 1 1 4 14
10.02.2020 0 0,9 0 8,1 19

Where S1 — precipitation, S2 — wind velocity, S3 — soil temperature, S4 — air temperature. This
dataset will be used for further analysis and forecasting. The IBM SPSS Statistics tool was selected
for forecasting due to its robust data analysis capabilities and powerful statistical modeling tools.
Within the scope of the research, the collected data were imported into the SPSS Statistics, based on
which a graph shown in Figure 18 was generated.
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Figure 18 — CO concentration by date

The ARIMA (Autoregressive Integrated Moving Average) model is a statistical technique for
forecasting time series. The ARIMA model’s chosen because it’s adapted at analyzing time series
like collected air quality and meteorological data, capturing temporal trends and seasonal variations
crucial for accurate air quality forecasting [33]. It is based on three main components: autoregression
(AR), integration (I) and moving average (MA). Autoregression (AR): This component means that
the value of a time series at a particular point in time depends on its previous values. ARIMA uses
autoregression to predict the future values of a series based on its past values. The autoregressive
parameter is denoted as «p». Integration (I): This component indicates the number of times a time
series needs to be differentiated to make it stationary. A stationary time series is one in which

128



KA3AKCTAH-BPUTAH TEXHUKAJIBIK
YHUBEPCUTETIHIH, XABAPIIBICHI Ne 1(72) 2025

statistical characteristics such as mean, and variance remain constant over time. Integration helps to
convert a non-stationary series into a stationary series. The integration parameter is denoted as «d».
Moving Average (MA): This component accounts for model prediction errors using a weighted sum
of previous errors. This helps to account for the correlation between observations over time. The
moving average parameter is denoted as «q». The combination of these three components allows
ARIMA to account for different time series characteristics and provides flexibility for predicting
different types of time series. The IBM SPSS Statistics tool enables model training and forecasting
without the use of program code, simplifying the task for researchers. During model tuning, CO
particle content data were specified as the predicted value and meteorological factors data as inputs
to the forecast. The IBM SPSS Statistics tool automatically selects the best model to accurately
forecast a particular data set, but an important adjustment when forecasting by independent variables
is to select only ARIMA models. After the specified settings, a model of ARIMA type (1,0,2) was
generated.

Time Series Modeler

Trainig data for forecasting

Model Description

Model Type
Model ID co_actual Model 1 ARIMA(1,0,2)
(0,0,0)
Model Summary
Model Fit
Fit Statistic Value
R-squared .806
RMSE 7.889
MAPE 3.095
MAE 5.679

Figure 19 — Model Description and Model Fit table

IBM SPSS Statistics automatically calculates statistical parameters to evaluate model validity.
The assessment of model accuracy is crucial to validate the model’s effectiveness in capturing the
underlying data patterns and predicting future values. To conduct assessment of the model several
statistical indicators were employed, namely R-squared (R?), Root Mean Square Error (RMSE),
Mean Absolute Percentage Error (MAPE), and Mean Absolute Error (MAE). These metrics provide
insights into different aspects of model accuracy and error magnitude, facilitating a comprehensive
understanding of model performance.

R-squared (R?*) measures how much variance in a dependent variable is predictable from
independent variables, with values closer to 1 indicating better model predictions. Root Mean Square
Error (RMSE) quantifies the differences between predicted and observed values, with lower RMSE
values indicating smaller differences and thus, a better model. Mean Absolute Percentage Error
(MAPE) is a percentage measure of prediction accuracy, where lower percentages (less than 10%
is excellent, 20% is good, and over 50% shows inaccuracies) indicate a better fit. Mean Absolute
Error (MAE) measures errors in the same units as the data, with values closer to 0 suggesting closer
predictions to actual outcomes.
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A good predictive model is generally characterized by high R-squared (close to 1), low RMSE,
low MAPE, and low MAE values. This evaluation not only confirms the model’s accuracy but
also aids in identifying areas for improvement, ensuring effective forecasting and decision-making
processes based on the model outputs.

Table 6 — Model Fit table from SPSS Statistics tool

Fit statistics Value
R-squared 0,806
RMSE 7,889
MAPE 3,095
MAE 5,679

As evidenced by the results of the model estimation, R-squared is equal to 0,806. R-squared
is a measure of model fit to real data. This means that the obtained model can explain 80.6% of
the variability of the time series. At the same time, other indicators characterizing deviations are
quite small. It is also necessary to take into account that the forecast did not consider the volume
of emissions of harmful substances, as well as the factor of transfer of harmful substances from
neighboring locations. In addition to the Model Fit analysis, graph that illustrate the comparison
between predicted and actual values was built.
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Figure 20 — Graphs of both predicted and actual values

Based on this graph, it is also evident that most of the values coincide. Apart from some sharp
fluctuations in the measured values, the predicted line closely follows the trajectory of the graph.
So, this result can be considered successful, and the obtained model allows to predict the level of
air pollution from meteorological data with sufficient accuracy. It is assumed that if the CO value
forecast reaches 20 units, the reagent concentration into the absorption tower will be decreased from
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20% to 15%, enabling the retention of up to 95% of CO,. This will allow timely transfer of carbon
capture systems at urban and suburban production facilities in the enhanced mode to temporarily
reduce air pollution and the burden on the respiratory systems of city residents.

Conclusion

This article presents the design and development of an automated control system for carbon
capturing, focusing on its effectiveness and feasibility in reducing carbon emissions from industrial
processes. The process algorithm was represented in a technological scheme and block diagram. The
control object is the amine absorber, where the downflowing amine solution absorbs CO, from the
upflowing sour gas, with the concentration of the solvent being regulated. A mathematical model
was developed to describe the process, simulate its dynamics, and analyze the system’s behavior.
All necessary code scripts and results were produced using MATLAB software. The system’s
characteristics were compared under conditions without and with a customized PI controller to
assess its performance. To maintain the desired system parameters, the regulator was configured,
and its coefficients were obtained, enabling the implementation of a PI controller to regulate the
flow rate of the amine-based solvent. The process was further investigated using the Modicon M340
programmable logic controller and Schneider Electric software. A Human-Machine Interface (HMI)
was created using operator screens in EcoStruxure Control Expert and EcoStruxure Terminal Expert.
The connection between the controller and software was established, allowing the process to be
visualized and monitored on the actual controller, which was also programmed To align with the
smart city concept, an analysis of the impact of meteorological factors was conducted. The necessary
dataset parameters were prepared and analyzed using the Autoregressive Integrated Moving Average
(ARIMA) method.

This work demonstrates the potential of automated control systems in advancing carbon capture
technologies and contributing to environmental sustainability efforts.
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KAJIAJIBIK OPTAJA AYAHBI TA3APTY/bIH
ABTOMATTAH/ABIPBIJIFAH AKBIJIAbI /KYUECIH KACAY

AnjiaTna

byn makana ras3 arbIHAAPBIHAH KYKIPTTI CyTE€K HEH 0acKa KBIIKBLI ra3faap/bl KeTipy YIUiH eHepKacilTe
KOJIIaHBUIATBIH Ta3falFaH Kochalapabl aMHH[I Ta3apTy HpoleciH OacKapyAblH aBTOMATTaHIBIPBUIFAH JKYHeCciH
JKacayra apHajiFaH. 3epTTey AJIMaThl KaJachIHBIH JIAaCTaHy JeHreili OoibrHIIa MomiMerTep 0aszacel HeTi3iHIe
Kyprizinai. Cumoit ofici apKpUIbl ajblHFaH MaTeMAaTHKAaJbIK MOJEJbIIH OpPHBIKTBUIBIFEI 3eprTenmi. JKyiiere
apHaJIFaH peTTeril cuHTe3/eNin, ockl Moness yiiH 111 sxone [TW/] perrerimrepain THIMAITITIHE CATBICTBIPMAIBI
tangay Kyprizinai. barnapmamansik icke aceipy Schneider Electric kommnanusceiabIH xka0npirbl Herizinge KbTY
AK «Industrial Automation Lab» 3epTxanacbiaa *y3ere acbpblbl. ABTOMATTaHabIpy *Kyieci Schneider Electric
xoMmaHusIcbIHBIH Modicon M340 xortposutepi mer Harmony 6400 6ackapy maHeni HerisiHzme Kypbuiasl. JKytieHi
6armapnamanay ymin EcoStruxure Control Expert sxone EcoStruxure Operator Terminal Expert 6armapmamansik
OHIM/Iepl TaiganaHblIIbl. AyaHbIH 3HUSHIBI 3aTTapMeH JacTaHyblH Tangay ARIMA (Autoregressive Integrated
Moving Average) sxacaH/ibl UHTEJUIEKT 9J1iCi apKbIJIbI KYPri3iii.

Tipek ce3mep: axpuigsl Kasma (Smart city), )KacaHJIbl MHTEIUICKT, ayaHbl Ta3apTy, KOMIPTEKTI ycTam Kaiy,
abcopOormsBIK KooHHa, ARIMA, 6armapmamManaHaThiH JIOTHKAIBIK KOHTPOJIIEP.
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PABPABOTKA ABTOMATU3UPOBAHHOM I/IHTEJIJIEECTYAJILHOI‘/JI
CUCTEMbI OYUCTKH BO3AYXA BTI'OPOACKOU CPEJE

AHHOTAIUA

Crarbst TOCBsIIIIeHa pa3pabOTKe aBTOMAaTH3UPOBAHHOM CHCTEMBI YIIPABICHUS MPOLIECCOM aMUHOBON OYHUCTKH
3ara3oBaHHBIX CMecel, NPUMEHSIEMON B MPOMBIIUICHHOCTH /ISl YJalleHNus] CepOBOJOPOJa U JPYIMX KHUCIBIX Ia-
30B M3 ra30BbIX MOTOKOB. VccienoBanne mMpoBOIMIOCH HA OCHOBE 0a3bl JaHHBIX 00 ypOBHE 3arpsi3HEHUs BO3.Y-
xa B ropoae AnMarbl. OCyIIECTBICHO HCCIEIOBAaHUE MaTeMAaTHIECKOH MOJIENH, TTOMy49eHHOH MeTonom Cumost, Ha
ycroitunBocTh. CHHTE3UpOBaH perynsTop. [IpoBenen cpaBHuTeNbHEIN aHamn3 dpdextusroct 111 u [TN]] pery-
JsiTopa Juist IaHHOM Mozenu. [IporpaMmHast peanusalys OCyleCcTBISIaCh Ha OCHOBE 000PY/I0BaHHsI OT KOMIIAHUN
Schneider Electric B mabopatopuu «Industrial Automation Lab» AO «KBTVY». Cucrema aBTOMaTH3a1uHU IOCTPOCHA
Ha 6a3e konTposiepa Modicon M340 ¢upmsr Schneider Electric n nanenu ynpasnenns Harmony 6400 ¢ momoisio
nporpaMMHBIX poaykToB EcoStruxure Control Expert, EcoSructure Operator Terminal Expert. AHanu3 xoHIeH-
TpalK BPEIHBIX BEIIECTB B BO3AYXE OCYLIECTBISJICS HA OCHOBE METO/A MCKYCCTBEHHOro MHTeuiekra ARIMA
(Autoregressive Integrated Moving Average).

KuroueBble cioBa: yMHBIH Topox (Smart city), HCKyCCTBEHHBIM MHTEIICKT, OYMCTKA BO3AyXa, YIaBIUBAHNC
yriiepona, abcopOrronHas kojioHHa, ARIMA, nporpaMMupyeMblii TOrHYeCKUil KOHTPOJLIEP.
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