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Abstract: In this article we have covered many approaches of implementing personalized training
recommendation system based on collaborative filtering. These techniques are consist of memory
based methods, where we apply our statistical methods to the entire dataset to make predictions.

We have considered such algorithms as cosine similarity and Pearson correlation. For cosine
similarity we consider users data as vector of some collaborations in N dimensional space, where
N is number of items. Then we calculate similarity of any two users as cosine of an angle between
their vectors. This technique end up with good results, but anyway there is a problem, because of the
matrix sparsity (empty interactions). Considering them as 0, impacts results even if we remove mean
from each existing collaboration. Therefore, we also considered Pearson correlation which operates
better with empty spaces in our data matrix. Here we try to find positive or negative trends between
users and get correlation coefficient to predict rating.

At the end of article we have compared all techniques based on such approaches as measuring RMSE
and MAE
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CUCTEMA NEPCOHAJIbHBIX PEKOMEHJIAIIM TPEHUPOBOK,
OCHOBAHHAS HA KOJINIABOPATUBHOW ®UJIbTPAIIUA

Annomayusn: B 0annou cmamve 8b100pOUHO PACCMAMPUBAIOMCI HECKOTLKO NO0X0008 peanusayuu
NePCOHANLHOU CUCTEMbl PEKOMEHOAYUTI MPEHUPOBOK C NOMOUWbIO KOLIAOOPAMUBHOU DUILIMPAYUU.
Iasnvim nHanpasnenuem Ovlaa 6b10pana Guibmpayus, OCHOBAHHAS HA pabome ¢ NAMAMbIO, 20e a6-
Mopbl HANPAMYIO pabOMAalom ¢ OAHHLIMU U NBIMAIOMCSL BLIULEHUNMb HYICHBLE C8A3U, NPOU3BOOS. CMA-
mucmuuiecKkue Memoobl Ha 6cem damacene YeiuKkom.

B cnucok paccmompenHbix aneopummos 6xo05m maxue Kak Memoo KOCUHYCHO20 CXOOCMEA U Menoo
koppensyuu Ilupcona. B nepeom ciyuae mvl paccmampugaem kaxcoozo noivsosamens kax N-mep-
Hblll 86eKmop, 20e N — 9mo Kou4ecmso paccmampugaemvlx mpeHuposok. /lanee mvl cuumaem cxoo-
CMB0 MeAHCOY 08YMSL KOHKPEMHBIMU NOTb308AMENAMU KAK KOCUHYC Yela MeHCOy O8YMs UX 6eKIMOPAMU.
Hannwiii nooxo0 0an 00Cmamo4Ho xopouiue pe3yibmamsl, 0OHAKO NYCHble KIemKU PA3PAHCEHHOU
Mampuysl CUTbHO NOGIUSANU HA Pe3YTbmam, mak Kak 9mom memoo nioxo pabomaem. B ciyuae sce
Koppenayuu [Tupcona neimaemcs Haimu no3umughvle Uiy HeeamugHble mpeHobl Melcoy 103epamu u
cuumaem ko3¢hhuyuenm xoppenayuu, Komopwviii daiee Oyoem UCnoib308aH NPU NPOSHO3€ 3HAYEHULL
OJis1 NYCMbIX AYeeK.

Koneunwiil pezyiomam cmamovi — CpagHUMb 6ce 8blidenepedcieHHble Memoobl U paccKa3ams 0 nik-

cax u munycax kaxcooeo. CpasHenus npou3eeoensl ¢ NOMOWbI0 noocuema maxux mempux kak RMSE
u MAE.
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Knroueswie cnosa: cucmemvl pekomenoayuu, Koaiabopamueras Guibmpayus, mMemoo KOCUHYCHO20
cxoocmea, memoo koppenayuu [lupcona, cnopm3san, mpeHuposka, cnopm

KOJINTABOPATUBTI IPIKTEYT'E HET'I3JIEJITEH ) KATTbBIF'YJIAPIABIH
’KEKE YCBIHBIMJIAP )KYHUECI

Anoamna: byn makanaoa 6i3 konrnabopamusmi ipikmey apKblibl HCAMMbIEY YCbIHLIMOAPBIHbIH HCEKE
JHCyuiecin icke acvipyobiy bipnewe macinoepin ipikmen xKapacmoipamel3. Hezizei baseimmap manoa-
JILIN ANLIHObL, HCAOBIMEH JHCYMbIC icmeyee Heziz0eneen Cy3y, OHOa OepeKmepmMeH MmiKenell HCYMblce
icmetimiz dcane o3imizee Kaxcemmi 6AUIAHLICMAPObL OOIIN MACAY2A MbIPLICAMBI3.

Amanean Aneopummoep mizimine KOCUHYCMbIK YKcacmulkmap 20ici scane Ilupcon koppensyus a0ici
Kipeoi. Bipinwi ocagoaiioa 6i3 apoip naioanaHyulbiibl n-eauemoi 6eKmop peminoe anamvi3, MyHoa
N-gapacmuipvliamein scammui2ynaposiy camusl. byoan api exi naxmol naudanramyuibl apacelHoazsl
yKCcacmuiKmol 01apOblH eKi eKmMopbl ApacblHOa2bl OYPblumblY KOCUHYCbl peminoe canatimbvl3. bizee
oyn macin eme muimoi Homudice 6epoi, OIpax OOC MAMPUYAHBIY IHCACYUIATAPLL HIMUICE2e KAMMbl
acep emmi, otimkeni Oy 20ic onapmen Hawap Hcymoic icmeiodi. [Tupcon Koppenayusacyl Hca20aiibit-
0a 103epnep apacvlH0avl O Hemece mepic mpeHomepoi mabyea dHcaHe 60C YAUBIKMAD YUliH MIH-
0epoi bondicay yuin natioaiaHbliamvii KOppensyus KodghduyueHmin ecenmeyze mulpblcambl3.
Maxkananviy coyzel Hamudiceci dHco2apvloa aumvlizan 6apivik 20icmepoi canblCmvlpuln, P a0am-
HbIH APMBIKUBLILIKMAPbL MeH KeMulinikmepi mypaivl monvik maziymam oepeoi. Canvicmoipy RMSE
acone MAE cusxmol mempukanapowl ecenmey apKblibl HCACAIObL.

Tyitinoi ce3oep: ycvinvicmap dxcyiieci, Koniabopamuemi ipikmey, KOCUHYCMbIK YKCACMbIK 20icl,

Ilupcon koppenayus a0ici, cnopm 3a, Hcammsiy, CHOpm

Introduction

Collaborative filtering is a technique to filter
out some items from given dataset, so they might
be liked by user, based on user’s interactions
with items.

First of all, we should take into account that
this technique ignores all features of users and
items it is considering. The reason for that is
our algorithms main idea. It works by searching
groups of similar users, not by their age or
gender, but by their collaborations with items.
For example, two users liked ten same items,
then these be similar user despite their huge age
difference etc.

The second step, after detecting groups, is
predicting empty interactions in matrix, based
on results of similar users. Our article contains
many various approaches on finding similarities
and predicting collaborations.

Main purpose of this article is to describe
steps of implementing personalized training
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recommendation system based on collaborative
filtering. Here we considered some different
approaches from memory and model based
filtering, such as cosine similarity, Pearson
correlation and matrix factorization.

In addition, we have compared all algorithms
considered in this article and provided results
and their interpretations. By results we mean
accuracy of techniques measured using such
approaches as Root Mean Square Error (RMSE),
Mean Absolute Error (MAE) etc.

All algorithms were implemented in Python
programming language using such machine
learning libraries as sci-learn kit, sci-py, surprise-

py etc.

The Dataset

For our experiments we took data collected
at Kazakhstani startup 1Fit which offers united
subscription that lets user attend at any gym/
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studio which is connected to the partner network.
Data collected among users in Almaty and Nur-
Sultan during period of 2018 — 2020 years.

Dataset itself contains collaborations
between users and gyms in 2 types, first is rating
from 1 to 5 indicating level of satisfaction and
second is number of visits by user to some gym.
We’ve divided dataset to 2 parts by their types
and represented them as matrices, where one
axis represent users and another represent gyms.
Both of them are sparse and mostly consist of
zeros, because there is no collaboration between
user and given gym. Dataset contains more than
100k visits and 5k rating among 160 gyms and
5k users.

Moreover, user can rate a gym only after
attending some of its trainings.
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Fig. 1. — Rating matrix sample

Memory based

This category of collaborative filtering
includes algorithms which applies their statistical
techniques to the entire dataset to calculate
predictions.

Our aim in this methods is to predict R which
is rating that U would rate some training T. This
can be achieved by making two steps:

1. Find K most similar users to user U
2. Predict R based on ratings that K users have
rated training T

Let’s start from first step and consider case
where we have only 2 trainings and 4 users. All
of these user have rated both training and we
have dataset like this.

1. User A=]l,?2]
2. User B =3, 4]
3. UserC=]5,5]
4. User D=2, 4]

Now let’s visualize our dataset on graph:

P

C=(55)
L ]

D=(2, 4B =(3,4)
{ ] a

]

Training 1

A=(1,2)
e}

=1

Training 2

-2

Fig.2. — Plot sample dataset as dots

Now, we can consider euclidean distance
between each 2 wusers as their similarity.
Calculating distance from D to each other gives
as:

5. dist(D, A)=2.5
6. dist(D, B) =1
7. dist(D, C)=2.23

Here we can see that closes user to D is B
without any calculation, but what about the
second closest user to D? By using euclidean
distance we can conclude it as C. However, C
has rating [5,5] whereas A is [1,2] and user A
has rated each training as twice lower as user
D did. Therefore, considering A might be better
decision. How can we find relationships like this?
Let’s draw our graph converting dots to vectors:
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Fig.3. — Plot sample dataset as vectors

Now we can use angle difference as similarity
coefficient instead of euclidean distance. The
cosine of an angle is a function that decreases
from 1 to -1 as the angle increases from 0 to 180.
Therefore, it is convenient to use cosine of angle
as similarity coefficient. This method is called
cosine similarity.

Notice that in this case user A and D
considered as 100% similar user, but they have
different rating. Therefore, this isn’t good enough
for us and we have to move forward. The next
step we can do is to subtract mean rating , which
is mean rating for user i, from each users rating i
and now we have:

1. User A has ratings [-1, 1]
2. User D has ratings [-0.5, 0.5]

Then, now mean value for user A and D is
0. After all, if now we adjust all user vectors
this way, then mean off all dataset would be
zero and using zero instead off empty matrix
cell is now considered an mean. This method is
called centered cosine similarity or Pearson
correlation. Now we have treated different
behaviors among user such as critic, tough raters,
always 5 raters etc.

Second step was to calculate rating R based
on K most similar users opinion. This can be
done using formula:

K
R=YR,/K

=1
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However, here don’t consider coefficient of
similarity and this might badly impact results,
so it is better to use another formula where S, is
similarity of user i to considered user U:

K K
R=(XR;*S)/ XS,
=1 =1

In the above formula, every rating is
multiplied by the similarity factor of the user
who gave the rating. The final predicted rating by
user U will be equal to the sum of the weighted
ratings divided by the sum of the weights.

Implementation

Firstly, we apriori concluded that euclidean
would give as bad results, because it is just
learning example approach, but anyway we have
run it on our dataset. For each case we run on
2 different matrices, where first is rating matrix
and second is visits one. Before we started our
test, we have removed unnecessary rows and
column such as the user who attended less than
5 visits and who rated less than 3 of them. This
optimized size of our matrices and made them
less sparse. Then, after any test we have validated
our results calculating such measures as RMSE
and MAE. For validation we have used cross
validation approach called Leave One Out.

Our results for euclidean distance were
terrible bad. After 4 iterations we have got
average RMSE = 2.1019291126840174 and
MAE = 0.9680761932699417 for rating matrix.
This is very bad, because rating values are
between 1 and 5, then we can say that RMSE
is really big for this case. For the test based
on second dataset, we’ve similarly bad result
as RMSE = 9.532998814886966 and MAE =
3.9483169498439312.

In case of cosine similarity results was much
better:

1. Rating: RMSE = 0.906446677088667 and

MAE = 0.5713206807050449
2. Visits: RMSE = 3.236543673288123 and

MAE = 1.8913556812351201

Pearson correlation gave as the best result that
we are going to release on production someday:
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1. Rating: RMSE = 0.702423423012423 and
MAE = 0.3723641272356261

2. Visits: RMSE = 2.736543673223123 and
MAE = 1.3413551231232232

Conclusion

We have considered different algorithms
for collaborative filtering for our datasets based
on real data from real life application. Each

approach has its own cons and pros, so for
collaborative filtering at all main disadvantage
that this method doesn’t take into account any
features of user or items. It hardly depends on
interactions, SO new users or new items in set
which has no collaboration yet would get bad
predictions. The main advantage is that these
methods doesn’t require much performance and
memory to implement.
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