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Abstract

One of the most pervasive processes of modernity is undoubtedly digitalization, which has encompassed all
key spheres of human life. The development of information technology has contributed to large-scale changes not
only in the everyday aspect of life, but also more globally, automating complex business processes in the field of
entrepreneurship, economics, and healthcare. The transition to digital data and documentation has provided greater
accessibility to necessary information and has also enhanced the efficiency of its analysis and processing. Due to this
fact, optical character recognition (OCR) technology has gained significant importance, enabling the identification
and extraction of textual data from images. OCR systems play a pivotal role in the digital transformation of society
as they eliminate the need for manual handling of textual information in images and are applicable in automating
the majority of business processes associated with paper-based data processing, such as gathering statistical data
from paper forms, reflecting paper documents in electronic document management systems, converting textual
information into audio files, and so on. This paper is dedicated to describing optical character recognition technology,
as well as providing an overview of machine learning techniques that are actively used in the context of its modern
implementation, in order to enhance the quality of the obtained results. In addition, the paper presents the principles
of operation of the described approaches, their capabilities, as well as some limitations that may be encountered
when using them in various scenarios.

Key words: optical character recognition, features, machine learning, deep learning, convolutional neural
network, recurrent neural network.

Introduction

In the digital age, where key business operations rely on processing large volumes of information,
the ability to quickly and accurately extract valuable information from text data is of paramount
importance. This is why many large enterprises have become interested in implementing optical
character recognition (OCR) technology. This is due to the proliferation of unstructured text data, such
as invoices, receipts, contract forms, and therefore it poses a challenge for such organizations seeking
efficient, streamlined business processes and high competitiveness. Optical character recognition is
a technology that enables the recognition and conversion of data located in images into machine-
readable text. The data obtained in this way can be analyzed or processed using appropriate software.
Thus, there is no need for manual data entry from images for their subsequent use as a text format [1].
As this mechanism began to be more actively studied, the possibility of integrating optical character
recognition and deep learning techniques was discovered, which revolutionized the accuracy,
efficiency and versatility of text recognition systems. Using the power of neural networks and data-
driven learning, optical character recognition systems have overcome long-standing limitations and
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are now able to identify text with unprecedented accuracy and efficiency. This combination is capable
of recognizing handwritten text in images and analyzing printed documents with complex fonts. The
use of deep learning models has opened up unprecedented possibilities, taking OCR technology to
new levels of performance and applicability.

Literature Review

Inrecentyears, issues related to optical character recognition technology have become increasingly
prevalent both within the IT and research communities [1-7]. Early research in optical character
recognition mainly relied on classical algorithms to perform character recognition tasks. However,
the advent of deep learning has revolutionized the field by introducing a data-driven approach that
learns complex patterns and representations directly from raw input data. However, the advent of
machine learning, in particular deep learning, has revolutionized the field by introducing an approach
based on automatically learning complex patterns and representations directly from raw input data.
It is issues related to the implementation of the integration of optical character recognition and deep
learning techniques that have become the main focus of many studies. Papers such as [8, 10, 12]
have demonstrated the effectiveness of neural networks in developing systems capable of performing
character recognition on images with complex structures and specific characteristics. One of the most
important issues is the recognition of handwritten text, which was highlighted in studies [13, 14, 16,
17] that explored the solutions of the problem using recurrent and convolutional neural networks.
Studies [19, 20] reveal the features of a hybrid architecture consisting of these two neural networks
and its application in complex tasks. Papers [21-25] are dedicated to the Tesseract system, which
embodies all the capabilities inherent in a modern optical character recognition system, including
learning from training data using neural networks. They demonstrate the practical results of using
this mechanism.

Main provision

Optical character recognition technology includes the following stages of image processing:

1. Image preprocessing. This stage involves operations to enhance the quality and legibility of
the image: it aligns the image, reduces background noise, and increases the contrast of relevant areas.
At this step, binarization is also performed, which is converting the image into a format consisting of
0 and 1 and visually rendering the image in black and white [2];

2. Segmentation. This is the step at which the mechanism analyzes the provided image and
identifies areas with text, lines, distances between words, and other attributes [3];

3. Character recognition. At this stage, the technology performs a series of procedures to identify
each character and convert it into text. There are two algorithms that are possible in this case: pattern
recognition and feature detection;

4. Post-processing and correction. If errors or distortions are detected, the system corrects them
and takes additional steps to improve the quality of the recognized text. At this stage, individual
characters are combined into words, and text formatting is performed to ensure its structured
presentation [4].

The sequence of steps is more clearly illustrated in Figure 1.

Concerning the above-mentioned classic OCR technology algorithms, in pattern recognition, a
set of pre-prepared image samples or character templates stored in memory is utilized to compare
against the corresponding character in the image [5]. This approach operates quite successfully under
conditions in which the image possesses high quality without significant distortions, and the text
contained within it is clear for recognition. The feature detection method, in turn, is based on the
characteristics of each character, such as how many lines it contains, whether these lines intersect,
the proportions of the character, and so on [6]. The characters are subsequently classified according
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to the identified features, and character recognition occurs based on this classification. In case the
technology supports multiple languages, additional classification based on fonts and alphabets is

carried out.
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Figure 1 — Stages of operation of an OCR system

In Figure 2, this algorithm execution process is presented in the form of a generalized block
diagram.

Despite the fact that these algorithms are capable of detecting and converting text in images,
the quality of their output can vary significantly depending on the characteristics of the input
image: the noise level, font, language of the text, and so on [7]. For this reason, optical character
recognition technology is increasingly being combined with machine learning techniques, since such
a combination has demonstrated the most accurate results in text recognition in images [8].
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Figure 2 — Algorithm of an OCR system

It should be noted that machine learning is a subfield of artificial intelligence that enables a
system to learn from training data — the better the model is trained, the higher the accuracy of
character recognition, even on complex images [9]. When using machine learning techniques in an
OCR algorithm, a large amount of labeled data is required to train the models, since the appearance
of images belonging to the same category can be presented in different ways, for instance, the
arrangement of fields with the same text may differ across different image samples [10]. Therefore,
images with non-standard elements or complex structures may be an obstacle to the effective
decision-making of machine learning models. A general scheme of how machine learning works is
presented in Figure 3.
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Figure 3 — Stages of classical machine learning

In order to make optical character recognition algorithms more flexible, deep learning has become
even more widespread. It is a subfield of machine learning that utilizes multi-layered neural networks
to automatically extract complex hierarchical features from data, rather than just using samples as
training data [11]. Neural networks are a collection of many interconnected nodes that interact with
each other during the process of data processing. Each node in such a neural network is responsible
for solving a specific task, and after its completion, the processed data is transferred to the next node.

Materials and methods

Deep learning demonstrates high accuracy and robustness to various image characteristics, such
as noise, blur, scale variation, and distortion [12]. As for limitations of this approach, it should be
noted that such models operate only with a large amount of training data and require significant
computational power for complex mathematical calculations. Damaged or incomplete data can
therefore affect the accuracy and quality of the obtained result. The general sequence of steps in deep
learning is schematically presented in Figure 4.
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Figure 4 — Stages of deep learning

In the context of OCR technology, as a rule, two types of neural networks are used for text
recognition in images: convolutional neural networks (CNN) and recurrent neural networks
(RNN) [13]. Their usage in solving this problem ensures the highest level of accuracy in character
recognition, even on very difficult-to-read images.
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Recurrent neural networks are used to process sequences efficiently. They process text in an
image as a sequence of characters, capturing contextual dependencies, since their architecture
involves loops that allow previous states to be remembered when processing new data. Information
about previous data is transmitted using hidden states, which is the internal state of the network at
the current time step. At each such time step, the input data and the current hidden state are used to
compute a new hidden state, and this new hidden state is passed on to the next time step and used
again to analyze the next element of the sequence [14]. When dealing with different languages, such
a neural network can be used in combination with language models to ensure text recognition in
images, taking into account the linguistic context. Recurrent neural networks are often used in tasks
related to text analysis when translating into another language, time series, sequence generation, and
audio signal analysis.

The update of the hidden state h, at time step t can be represented by the following mathematical
formula:

he = 0(Whyxy + Wyphe_y + by) (1)

Where x, is the input vector at the current time step, h, | is the previous hidden state, W, uW

are the weight matrices for the input and hidden states, respectively, b, is the displacement vector,

c — activation function.
A general and detailed diagram of a recurrent neural network is presented in Figure 5.
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Figure 5 — Recurrent neural network

In the context of optical character recognition, a recurrent neural network takes a sequence of
input vectors, which are the characters of the text in an image, and then updates its internal state at
each step [15].

Convolutional neural networks are also used in OCR systems to effectively extract characteristic
features of text in an image, since they are adapted to work with data that has many coordinates [16].
Their architecture consists of:

1. A convolutional layer to extract significant features, for example, character outline, texture,
character shapes;

2. Pooling layer to reduce the dimensionality of the output data;

3. Flatten layer as an activation function to form more complex functions at the output of the
layer;

4. A fully connected layer is usually the final layer in which each neuron is connected to all
neurons of the previous layer [17].
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As mentioned above, in the convolutional layer, a neuron is connected to some local area of the
previous layer, and in a fully connected layer, a connection is made to all neurons. The convolution
operation in CNN can be represented mathematically as follows:

(I*K}(i,j}=z Z I(i +m, j + n)K(m,n) 2)

Where 1 is the input image, K is the convolution kernel (filter), (I * K)(i, j) is the result of
convolution at position (i, j) [18].

Within the task of text recognition in an image, this operation allows for the calculation of the
weighted sum of pixel values in the input image, overlaid with a convolution kernel. The result of
convolution is a feature map containing information about spatial patterns in the image.

In addition to text recognition in images, convolutional neural networks are often used in tasks
such as image classification and recognition of objects or faces within them.

The general scheme of operation of a convolutional neural network is presented in Figure 6.
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Figure 6 — Convolutional neural network

In addition, a convolutional neural network can work in the same architecture as a recurrent
neural network. The combination of these two architectures, called convolutional recurrent neural
network (CRNN), gives better results when processing images containing text. It consists of three
components: a convolutional layer, followed by a recurrent layer, and a transcription layer [19]. Based
on the previously described properties of these neural networks, the CNN layer is used to extract
spatial features from images, then the obtained results are transferred to the RNN layer to analyze the
sequence of characters taking into account previous contexts. This allows for the efficient formation
of complete words and sentences from each recognized character based on this relationship [20].
In addition, these layers of the architecture are trained synchronously, which allows the model to
effectively work with both local and global image contexts. This architecture is quite complex and
demanding on computing resources, but it is more universal for a wide range of tasks for recognizing
characters in an image. Convolutional recurrent neural network is often used in handwritten text
analysis tasks. A general diagram of the functioning of the CRNN architecture in the context of OCR
is presented in Figure 7.

Based on the above, it should be noted that the choice of a particular technique depends on the
type of input data intended to be used. Complex fonts, low image quality, characteristics of alphabets,
and unpredictable placement of the same elements on different images significantly affect the results
of OCR system operation. In cases where basic conversion of text in an image into a machine-readable
format is required, or when only high-quality and easily readable images are used, classic algorithms
are also suitable, since the results in this case are quite predictable and the conversion process is more
likely to not require complex processing algorithms, which, for example, offer machine learning
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techniques. However, the application of machine learning techniques, specifically deep learning,
allows for solving multi-level problems associated with recognizing text in an image. Using this
approach, it is possible to work with a much larger set of input data, since their characteristics are
taken into account at each stage of the functioning of neural networks and have little impact on the
result, provided that the model is highly trained.

s
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X

Figure 7 — Convolutional recurrent neural network
Results and discussion

As an example of one of the modern OCR systems, Tesseract should be mentioned. This
mechanism was originally developed by the Hewlett-Packard Laboratories research group in the
1980s and released as open-source functionality in 2005 and at that time the system was only capable
of recognizing text in English [21]. Currently, this system provides the ability to work with several
languages simultaneously. The general principle of Tesseract is to analyze an image and discover
patterns for character recognition. The first step involves pre-processing the image, including
increasing contrast and reducing noise, then executing the algorithms provided by the engine for
feature detection and extraction, character edge detection, and pattern matching [22]. In its operation,
Tesseract also utilizes deep learning techniques, such as convolutional neural networks, as well as
a variant of recurrent neural networks called long short-term memory (LSTM) [23]. Through this
approach, it is possible to recognize text in different languages and under different conditions, for
example, when recognizing handwritten text [24].

Tesseract can be integrated into various functionality related to image recognition through the
API and used in code written in programming languages such as C#, Python, C++ and so on [25].
For example, in the context of a Windows Forms application, in order to work with this system, it is
necessary to connect the functionality to the working environment and initialize the mechanism by
creating a new instance of the TesseractEngine class indicating the necessary parameters (language,
mode, and so on). After this, the created object is used to access the Tesseract programming interface,
in particular, to the Process() method, which is responsible for processing a pre-prepared image
presented in a machine-readable format (Figure 8).

engine sseractEng (e"c:
data"™, "eng+rus", EngineMode Default))

p highContrastBitmap PreprocessImage(drawingBitmap);

temporaryImageFile Path.GetTempFileName();
highContrastBitmap.Save(temporaryImageFile, System.Drawing.Imaging

image ix.LoadFromFile(temporaryImageFile))
( page c_-r1g_j_||<:.Dr‘-occss(_imdgu))
recognizedText page GetText();

Box.Show

es {recognizedText}");
textBoxl.Text r izedText;

Figure 8 — Initialization of Tesseract and execution of recognition
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Thus, Tesseract, using its built-in optical character recognition techniques, is capable of processing
images and extracting even handwritten characters in various languages. Figure 9 illustrates the
result of processing an image with handwritten text in English.

AVA

Save Upload and recognize Recognized text: Jiva [lear

=

Figure 9 — The result of the algorithm execution with the text in English

The result of the mechanism processing an image with handwritten text in Russian is demonstrated
in Figure 10.

-
Save Upload and recognize Recognized text: CHMEON
Figure 10 — The result of the algorithm execution with text in Russian
Conclusion

Thus, machine learning techniques, in particular deep learning techniques, are regularly applied
in the context of optical character recognition technology, as they enable the automatic extraction of
characteristic features from raw data and generate a high-quality result based on these features in the
form of correctly converted text in the image. These approaches and OCR technology itself continue
to develop and find their application in various situations, ensuring efficiency, accessibility, and
automation of business processes. The choice of neural network architecture depends on the specifics
of the task, the available data, the required level of accuracy, as well as the data processing speed.
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Anjiarna

Kazipri 3aMaHHBIH €H KEH TapajfaH YpHICTepiHiH Oipi — amam3aT eMipiHiH OapibIK HETi3Ti caajiapbiH
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apKpUIbl JkahaH/ABIK JeHrenaeri esrepictepre Je bIKnan erti. L{udpnbik nepexTep MeH KyKarramara KeIry
Ka)KeTTI aKMaparThlH KOJDKETIMIUIINIH KaMTaMachl3 eTill KaHa KoiMai, OHbI Taijay MEH OHACYIIH THIMAUIIriH
apTTeIpabl. OchlFaH OalyIaHBICTBI MATIHIK AEPEKTep/li CYpeTTEepAeH aHbIKTayFa jKOHE allyFa MYMKIHAIK OepeTiH
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iCTey KaKeTTLIITiH JKOSAIBI JKOHE Kara3 TachIMaJaFbIIITapAarsl IEPEKTep/i OHAeyre KaThICTHl KONTeTeH OM3HeC-
IpoIeCTep Il aBTOMATTaHABIpyFa MYMKIHIIK Oepemi. Mbicaibl, Kara3 HbICAHIAAPbIHAH CTATUCTHKAJIBIK ACPEKTEePi
JKHHAY, KaFa3 Ky)KaTTapblH 2JIEKTPOH/IBIK KYKaT allHAJIBIMBI )KYHECiHe eHri3y, MOTIHJIIK aKIIapaTThl ayuo daiiaapra
TYPJCHIIPY CHSKTHI TpOLECTEpAe KOJAaHbUIaAbl. Byl Makama ONTHKaidbIK TaHOAlapAbl TaHy TEXHOJIOTHSCHIH
CHIIATTayFa JKOHE aJbIHFAH HOTWIKEJIEP/iH CanachlH )KaKcapTy MaKCcaThIHAA OHbI 3aMaHAayd iCKe achIpy asChlHIa
OeTceHi KOIMAaHBUIATHIH MAIIMHAIBIK OKBITY OIICTEepiHe IOy jkacayFa apHainraH. COHBIMEH Karap Maxaiaia
CUTIATTAJIFAH TOCUTIEPIiH KYMBIC IPUHIIMIITEP1, OJApIBIH MYMKIHIIKTEpi, COHMal-aK Oenriii Oip cueHapuiiiepae
KOJIJIaHy Ke31HJIe Ke3/IeCeTiH KeHOip LIeKTeyep KapacTbIpbUIFaH.
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Oonee r00aIbHOM, aBTOMATU3UPOBAB CIIOKHBIE OHU3HEC-TIpoLecchl B cdepe MpeanpruHIMaTeIbCcTBa, YKOHOMUKHY,
3apaBooxpaneHus. [lepexon K HM(PPOBBIM JaHHBIM U JOKYMEHTAIMU 00€CeYrsI OOJIBIIYI0 JOCTYITHOCTh HE00X0-
JUMOW MH(OpPMALUK, a TaKkKe MOBBICHI d(PPEKTUBHOCTD ¢ aHannu3a U o0paboTku. B cBsi3m ¢ maHHBIM (hakToM
BOKHOE 3HAYCHHE 00OPEIIN TEXHOIOIMH ONTHYECKOro pacrno3HaBanus cuMBoiioB (OCR), mo3BosIsiomue onpeaesiTh
¥ U3BJIEKAaTh TEKCTOBBIC JaHHBIC U3 M300paxkeHuil. OCR-TexXHOIOrHN UTPArOT KIIOYEBYIO POJh B IH(POBOI TpaHC-
(dopmaru o01ecTBa, MOCKOJIBKY OHU HCKIIIOYAIOT HEOOXOIUMOCTb PyYHON PabOThI ¢ TEKCTOBOM HH(pOpMaLieil Ha
N300paKEHUAX U TPUMEHUMBI B aBTOMATH3aIMK OOJIBITMHCTBA OM3HEC-TIPOLIECCOB, CBSI3AHHBIX ¢ 00pabOTKOI JaH-
HBIX Ha OyMa)KHBIX HOCHTEJISIX, HAllpUMeEp, NpU cOOpe CTaTUCTUYECKUX JaHHBIX U3 OyMa)KHBIX ()OPM, OTPaKCHUU
OyMa)KHBIX JOKYMEHTOB B CHCTEME DJIEKTPOHHOTO JOKYMEHTOOOOPOTa, KOHBEPTAMU TEKCTOBOM MH(pOpMAlUH B
aynuoQailiiel 1 Tak nanee. JlaHHas CTaThs MOCBSIIEHA ONIMCAHHIO TEXHOJIOTHH ONTHYECKOTO PACIIO3HABAHHS CHMBO-
JIOB, a TaKoke 0030py METOOB MAIIMHHOTO 00y4YeHHs, KOTOPBIC aKTHBHO IPUMEHSIOTCS B KOHTEKCTE €€ COBPEMEH-
HOI peaM3aluyl C LeNbI0 YIYYLIeHHs] KadecTBa MOJydaeMbIX pe3yasTaToB. KpoMe Toro, B cTaThe NPeACTaBICHEI
MIPUHIUTIIBI pa6OTI)I OIMUCBIBAEMBIX TMOAXOAOB, UX BO3MOXXHOCTH, 4 TAKIKC HEKOTOPLIC OIrpaHUYCHUA, C KOTOPBIMU
MOXKHO CTOJIKHYTBCS IIPH X MCIOJIb30BAaHUH B TEX MJIM UHBIX CLICHAPHUSIX.

KaiodeBble ci10Ba: ONTHYECKOE pACIO3HABAHWE CHUMBOJIOB, NMPHU3HAKH, MAIIMHHOE OOydeHHe, TITyOokoe
o0yueHne, CBEpPTOUHbIC HEHPOHHBIE CETH, PEKYPPEHTHBIC HEHPOHHBIE CETH.
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