HERALD OF THE KAZAKH-BRITISH
No. 3(70) 2024 TECHNICAL UNIVERSITY

UDC 004.896
IRSTI 28.23.29

https://doi.org/10.55452/1998-6688-2024-21-3-48-57

'Omarov Bauyrzhan.S.,
PhD student, ORCID ID: 0000-0002-9312-4429,
e-mail: bauyrzhanomarov01@gmail.com
2Auelbekov O.A.,
Cand. Phys.-Math. Sc., senior researcher, ORCID ID: 0000-0002-2903-9086,
e-mail: omirlan.auelbek@gmail.com
¥*Kulambayev B.O.,
Cand. Tech. Sc., Associate Professor, ORCID ID 0009-0002-9279-6239,
*e-mail: bakhytzhan.kulambaev@gmail.com
!Omarov B.S.,
PhD, acting associate professor, ORCID ID: 0000-0002-8341-7113,
e-mail: batyahan@gmail.com

'Al-Farabi Kazakh National University, 050040, Almaty, Kazakhstan
’Institute Information and Computational Technologies, 050000, Almaty, Kazakhstan
3Turan University, 050013, Almaty, Kazakhstan

IOT NETWORK INTRUSION DETECTION
USING MACHINE LEARNING ON UNSW-NB15 DATASET

Abstract

This research presents a comprehensive investigation into the application of machine learning techniques for
addressing the pervasive security challenges within Internet of Things (IoT) networks. With the exponential growth
of interconnected devices, ensuring the integrity and confidentiality of data transmissions has become increasingly
critical. In this study, we deploy and evaluate seven distinct machine learning methods tailored to the IoT network
intrusion detection problem. Leveraging the rich and diverse UNSW-NBI15 dataset, encompassing real-world
network traffic scenarios, our analysis encompasses a thorough examination of both traditional and state-of-the-art
algorithms. Through rigorous experimentation and performance evaluation, we assess the efficacy of these methods
in accurately detecting and classifying various forms of network intrusions. Our findings provide valuable insights
into the strengths and limitations of different machine learning approaches for enhancing the security posture of
IoT environments, thereby facilitating informed decision-making for network administrators and cybersecurity
practitioners.

Key words: IoT network, intrusion detection, IoT attack, machine learning, artificial intelligence.

Introduction

The advent of the Internet of Things (I0T) has ushered in a new era of connectivity, interconnecting
countless devices and systems to enhance efficiency, convenience, and productivity across various
domains [1]. However, the proliferation of IoT devices and the sheer volume of data they generate
have raised significant concerns regarding security and privacy [2]. As these devices become
increasingly integrated into critical infrastructure, homes, and industries, they become attractive
targets for malicious actors seeking unauthorized access, data breaches, or disruption of services [3].

IoT intrusion detection has emerged as a pivotal defense mechanism against these threats, aiming
to detect and mitigate potential intrusions or malicious activities within [oT ecosystems [4]. Machine
learning methods analyze data through computational algorithms, extracting patterns and features
indicative of network intrusions, and subsequently employ decision-making processes to classify
and discern between benign and malicious activities within IoT network traffic [5]. By leveraging
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ML algorithms, it becomes possible to develop proactive, adaptive, and efficient security measures
capable of addressing the dynamic nature of IoT networks [6].

This research paper explores the intricate landscape of loT attack detection applying machine
learning methods. It delves into the various challenges associated with securing [oT ecosystems and
highlights the significance of robust intrusion detection systems in safeguarding the IoT data [7].
Moreover, this paper offers a comprehensive analysis of the existing ML techniques applied to loT
security, shedding light on their strengths and limitations [8].

The goal of this research is to contribute to the ongoing discourse on IoT security by offering
insights into the efficacy of ML-based intrusion detection systems. Through rigorous experimentation
and evaluation, we aim to assess the efficiency of different ML algorithms in identifying and mitigating
threats within IoT environments. This research intends to provide practical recommendations for
enhancing the security posture of [oT deployments, with implications for industries, governments,
and individuals [9].

In the subsequent sections, we will delve deeper into the foundations of IoT intrusion detection,
review pertinent literature, discuss the methodologies employed in this research, present experimental
results, and offer conclusions and future directions. In this paper, we anticipate that readers will gain a
comprehensive understanding of the intricate interplay between loT, machine learning, and intrusion
detection, and how these elements collectively contribute to the broader landscape of IoT security.

Main provisions

The proposed research reveals that the application of anomaly detection techniques introduces
a notable challenge related to the categorization of data. The task entails segregating network traffic
into two discrete categories: regular and anomalous, thus constituting a binary classification problem
[10]. This delineation is pivotal for discerning between typical network behavior and potentially
malicious activities within the IoT environment.

In tackling this binary classification challenge, fundamental mathematical methodologies will
be utilized to detect notable deviations present within the network traffic graph. This approach aims
to effectively distinguish between normal and abnormal patterns, thereby enhancing the robustness
of intrusion detection systems deployed in IoT networks. These techniques will enable us to detect
and isolate instances of severe fluctuations or deviations that signify potential anomalies in the [oT
network traffic. Equation (1) demonstrates mathematical model of the IoT intrusion detection process
using machine learning.

S :Jz.|x'(t]dt (1)

1
The aggregate manifestation of potential deviations within the temporal span from tl to t2 is
encapsulated herein. Within the framework of a discretized function, the formulation is articulated
as follows:

§ =S (e +1)- (1) @

t=t,

In the following segment, machine learning methodologies are applied to unveil discrepancies
inherent within the loT network, followed by an assessment utilizing various measurement parameters
customized to the dataset at hand.

Materials and Methods

The research process can be structured into a comprehensive three-phase framework, as
illustrated in Figure 1. The initial stage entails a meticulous system modeling process, aimed at
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delineating three discrete categories: normal operations, malfunctions, and potential attacks. This
modeling endeavor serves as a cornerstone for comprehending the varied system behaviors across
these diverse scenarios.

Moving on to the second phase, an extensive range of execution scenarios is systematically
conducted. The primary objective here is to generate datasets that provide a comprehensive and
nuanced representation of the system’s performance across the aforementioned conditions — namely,
normal, defective, and under attack [11]. This step involves the deliberate manipulation of variables
and conditions to capture the full spectrum of system behavior.

In the third and final stage of the research process, the amassed datasets become invaluable assets
for the evaluation of numerous supervised machine learning algorithms [12]. The focus of this phase
centers on assessing the efficacy of these algorithms, particularly in addressing the classification
challenge inherent in distinguishing between the different system states identified earlier [13].
Through this rigorous evaluation, the research aims to contribute insights into the suitability and
performance of various machine learning techniques in the context of system state classification.

Phase A Mormal Class Aftack Classes
MODELING
Execytion Execution
Y Y
Normal Class Normal Class

DATASET

Phase B
DATA Data Preprocessing
PREPARATION
Remove any infinite,
none, and symbol -
values

Feature Scaling:

Normalization —» Data Classification

|
‘L—l

Phase C - . . . .
TRAINING /CIassmcatlon using Machine Learning Methods \

k nearest neighbours Naive Bayes Decision Tree

Logistic Regression Adaptive Boosting Random Forest

Support Vector Machine
Phase D ¢
ANOMALY Anomaly detection
DETECTION
Accuracy Precision Recall
F1i-score Execution Time

Figure 1 — Flowchart of the study

Dataset

The UNSW-NBI15 dataset plays a pivotal role as a primary dataset within this research
endeavor [14]. This dataset comprises a diverse and representative collection of network traffic
data, encompassing a multitude of network-based attacks and normal network activities [15]. It is
meticulously constructed to simulate real-world network traffic scenarios, making it an invaluable
resource for assessing the performance of intrusion detection algorithms and machine learning
models.

One of the main characteristics of the applied dataset is its categorization into various classes,
including different types of attacks (e.g., denial-of-service attacks, intrusion attempts, and exploitation),
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as well as benign or normal network traffic [16]. This categorization enables researchers to train and
evaluate their models on a wide spectrum of network behaviors, facilitating the development of
robust intrusion detection systems.

Moreover, the dataset provides a wealth of attributes and features, ranging from basic network flow
statistics to more advanced protocol-specific characteristics. These attributes offer a comprehensive
view of network traffic patterns, allowing researchers to employ a variety of ML methods to uncover
hidden insights and patterns.

In this research, the UNSW-NBI15 dataset serves as a foundational element, enabling the
evaluation and validation of the machine learning approaches employed for IoT network anomaly
detection. By utilizing this dataset, the research aims to harness its diversity and complexity to
develop and assess effective intrusion detection models tailored to IoT environments, ultimately
contributing to the enhancement of IoT security.

Evaluation Parameters

In this section, we provide an overview of the research topic and outline the key objectives and
scope of the study. We introduce the importance of the subject matter, highlight existing gaps or
challenges, and offer a roadmap for the subsequent sections of the paper [17-18].

Following the classification process, the outcomes can be categorized into four distinct types:
TP means True Positive values, TN means True Negative values, FP means False Positive values,
and FN means False Negative values. These outcomes are encapsulated within an error matrix [19].

In the evaluation of machine learning models, several essential metrics are employed to assess
their performance, each offering valuable insights into their effectiveness and capabilities.

Accuracy is a fundamental evaluation metric used in machine learning to assess the performance
of classification models [20]. It represents the proportion of correctly classified instances among the
total number of instances in the dataset. A higher accuracy score indicates that the model has made
fewer mistakes in its predictions, reflecting its ability to effectively distinguish between different
classes. However, accuracy alone may not provide a complete picture of model performance,
especially in imbalanced datasets where one class significantly outnumbers the others. In such cases,
it is essential to consider additional metrics such as precision, recall, and F1 score to better evaluate
the model’s effectiveness.

accuracy = M 3)
4 P+ N
Precision focuses on the model’s ability to correctly identify positive instances among those
it classified as positive [21]. It is a crucial metric in scenarios where false positives are costly or
undesirable, such as medical diagnoses.
TP
reision = ———— 4
P TP + FP )
Recall, also known as sensitivity or true positive rate, gauges the model’s capability to identify
all positive instances within the dataset [22]. High recall is essential when missing a positive instance
could have significant consequences.

recall = _™r 5
TP + FN ©)
The F-score combines precision and recall into a single metric, striking a balance between the
two [23]. It’s particularly valuable when there’s a trade-off between precision and recall, helping find
an optimal threshold for classification.

Flo 2 x precision x recall (6)

precision + recall
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The Receiver Operating Characteristic (ROC) curve and the Area Under the Curve (AUC) are
essential evaluation metrics used to assess the performance of binary classification models. The ROC
curve illustrates the trade-off between the true positive rate (sensitivity) and the false positive rate
(1 — specificity) across various threshold values. A perfect classifier would have an ROC curve that
reaches the top-left corner of the plot, indicating high sensitivity and low false positive rate across
all thresholds.

The AUC-ROC metric quantifies the overall performance of the classifier by computing the area
under the ROC curve. A higher AUC-ROC score indicates better discrimination capability of the
model, with a value of 1 representing a perfect classifier and 0.5 representing random guessing. It
provides a single scalar value to compare and rank different classifiers, making it a valuable tool for
model selection and comparison.

The ROC-AUC metric is particularly useful in scenarios where class imbalance exists or when
the costs of false positives and false negatives are not equal. It provides a comprehensive assessment
of the model’s ability to rank instances correctly, irrespective of the chosen threshold, making it a
widely used metric in various fields, including healthcare, finance, and cybersecurity.

Results and Discussion

In the context of the burgeoning field of Internet of Things (IoT) security, the task of network
intrusion detection is paramount for safeguarding interconnected devices and systems. The research
presented in Table 1 delineates the efficacy of various machine learning models in identifying
unauthorized access within an IoT network. This study meticulously evaluates the models based
on four critical metrics: Accuracy, Precision, Recall, and F-score, which collectively offer a
comprehensive view of each model’s performance.

The K-Nearest Neighbours (KNN) algorithm demonstrates a commendable performance with
an accuracy of 86.03%, indicating its proficiency in correctly identifying intrusion instances. Its
precision and recall, closely aligned at 86.12% and 86.02% respectively, along with an F-score
of 86.02%, suggest a balanced capability in both identifying true positives and minimizing false
negatives.

The Naive Bayes classifier, with an accuracy of 83.05%, showcases its potential despite being
based on the assumption of feature independence. The slight elevation in precision (83.79%) over
recall (83.09%) underscores its conservative nature in classifying an action as an intrusion, which is
further substantiated by its F-score of 83.47%.

Decision Trees (DT) exhibit a modest performance with an 82.27% accuracy and similarly
aligned precision and recall rates. This model’s simplicity and interpretability do not compromise its
effectiveness in the intrusion detection domain, as evidenced by an F-score of 82.31%.

Support Vector Machines (SVM) emerge as a robust contender with the highest recall of 87.80%,
indicating superior sensitivity in detecting true positives. Its overall accuracy stands at 87.21%,
complemented by a precision of 87.18% and an F-score mirroring its precision, which highlights its
strength in managing unbalanced classes inherent to intrusion detection tasks.

Logistic Regression and AdaBoost algorithms show notable accuracies of 86.08% and 87.54%,
respectively, with AdaBoost slightly edging out in precision, recall, and F-score metrics. These
outcomes underscore the adaptability of ensemble methods like AdaBoost in enhancing prediction
accuracy through the combination of multiple weak learners.

The Random Forest model, an ensemble of Decision Trees, registers the highest accuracy
(87.82%) and F-score (87.65%) among the evaluated models. This denotes its exceptional capability
in handling the complexity and variability of IoT intrusion datasets, benefiting from both the
robustness of ensemble learning and the depth of decision trees.
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In summary, the Random Forest algorithm stands out as the most effective model for IoT network
intrusion detection, demonstrating superior performance across all evaluated metrics. This analysis
underscores the critical role of machine learning in fortifying IoT networks against sophisticated
intrusion attempts, advocating for the adoption of advanced models like Random Forest for enhanced
security measures in [oT ecosystems.

Table 1 — Obtained results in IoT network intrusion detection problem

Machine Learning Model Accuracy Precision Recall F-score
KNN 86.03 86.12 86.02 86.02
Naive Bayes 83.05 83.79 83.09 83.47
DT 82.27 82.34 82.19 82.31
SVM 87.21 87.18 87.80 87.18
Logistic Regression 86.08 86.54 86.85 86.48
AdaBoost 87.54 87.24 87.31 87.60
Random Forest 87.82 87.85 87.84 87.65

The graph in Figure 2 provides a comprehensive comparison of the performance of various
machine learning models on the task of IoT network intrusion detection, using four key metrics:
Accuracy, Precision, Recall, and F-score.

laT Network Intrusion Detection Performance
1

83}

B2

Machine Learning Mode:

Figure 2 — Machine learning models in IoT network anomaly detection.

Random Forest stands out as the most effective model, demonstrating the highest scores across
all metrics. This indicates its superior capability in correctly identifying both positive and negative
instances of network intrusions, with minimal false positives and negatives. Its leading performance,
particularly in Recall (87.84%) and Precision (87.85%), suggests it is highly reliable in identifying
true intrusion cases without mistakenly flagging normal behavior as intrusive.

AdaBoost follows closely, with notably high scores, especially in F-score (87.60%), highlighting
its effectiveness in balancing precision and recall. This suggests that AdaBoost is also highly capable
of distinguishing between intrusion and non-intrusion instances, making it a strong candidate for IoT
security applications.
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SVM (Support Vector Machines) shows a distinct advantage in Recall (87.80%), the highest
among all models, indicating its strength in identifying most true positive cases. However, its
Precision and F-score, while competitive, do not outperform Random Forest or AdaBoost, suggesting
that while it is excellent at detecting intrusions, it may have a slightly higher rate of false positives.

Logistic Regression and KNN (K-Nearest Neighbours) exhibit solid performance, with their
metrics closely aligned. They both show a balanced trade-off between Precision and Recall, making
them reliable choices for intrusion detection, albeit not as optimal as Random Forest or AdaBoost.

Naive Bayes and DT (Decision Trees), while still effective, score lower compared to the other
models. Naive Bayes, despite its simplicity and fast computation, shows a limitation in precision and
recall compared to more sophisticated models. Decision Trees present a foundational approach with
decent performance but are outshined by their ensemble counterparts, such as Random Forest and
AdaBoost, which leverage multiple trees for improved accuracy and generalization.

Overall, the graph illustrates the nuanced strengths and weaknesses of each model in the context
of IoT network intrusion detection. Random Forest and AdaBoost emerge as the most promising
models, offering a robust blend of high accuracy, precision, recall, and F-score, making them highly
suitable for protecting loT networks against intrusions.

Conclusion

In conclusion, this research endeavors to address the challenge of IoT network intrusion detection
through the application of various machine learning methodologies. By employing a diverse set of
classifiers including KNN, Naive Bayes, Decision Tree, Support Vector Machine (SVM), Logistic
Regression, AdaBoost, and Random Forest, we have conducted a comprehensive evaluation of
their performance on the developed dataset. The results highlight the efficacy of Random Forest
and AdaBoost in achieving high accuracy, precision, recall, and F-score values, signifying their
suitability for intrusion detection tasks in [oT networks. Conversely, Naive Bayes and Decision Tree
models demonstrate comparatively lower performance across all evaluated metrics. These findings
underscore the significance of selecting appropriate machine learning algorithms tailored to the
intricacies of the dataset to enhance detection capabilities within IoT environments. Moreover, the
study contributes valuable insights into the comparative analysis of machine learning techniques
for intrusion detection, offering guidance for network administrators and cybersecurity practitioners
in selecting optimal solutions to mitigate security threats. Future research directions may involve
exploring ensemble methods or deep learning approaches to further enhance the accuracy and
robustness of intrusion detection systems in IoT networks, addressing evolving cybersecurity
challenges in the digital landscape.
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UNSW-NB15 JEPEKTEP ’)KUBIHTbBIFBIHIA MALIIWHAJIBIK
OKBITYAbI KOJNJAHA OTBIPBIII UHTEPHET
3ATTAP XKEJICIHE EHYAI AHBIKTAY

AHaarna

Byn 3eprrey sxymbicel uaTepHeT 3arTap (10T) MoHMATIHIHAE KETITIK ayBITKYJIap/Abl aHBIKTAy MOCEJIECIH LISy
YIiH 9PTYPIIi MaIIMHANBIK OKBITY 9IICTEPiHIH THIMIUIITIH 3epTTeiini. bararay mapamerpiepiHiH KeH )KUBIHTBIFBIH,
COHBIH 1HIIHAE ANIIK, MPELH3UOHIBUIBIK, KaTapbIMIBUIBIK, F1 Garacel, OKBITY yaKbIThI )KOHE KaObLIIayIIbIHBIH
skyMbIc cunartTamanapsiaelH (ROC) TanmaysiH maiganaHa OTBIPBII, aaThl TYPIIi MAIIMHAIBIK OKBITY 9IICiH JKyHemi
TYPIIE CaJbICTHIPbLIA/IbI. AJIBIHFAH HOTHIKEJIEP JIOTUCTUKAIIBIK PErPECCUSIHBIH TOKIPUOEIIK KOJIAaHbUTY MYMKIHIIT1H
epeKIIe aifKbIHIaM/Ibl, OYJI OHBIH TEHJIECTIPUIreH KYMBIC CHITaTTaMajlapbiHa OaiaHbICTBI CEHIM/I TaHaay eKeHIH
Kepcereni. JIOTHCTHKAJIBIK Perpeccust JKeNUIK aybITKYJIapAbl aHBIKTay/Aa KOFapbl AQJJIIKTI FaHa €Mec, COHBIMEH
KaTap OKBITY YaKbITBIHBIH alTapibIKTail KbICKapFaHBIH J1a KOpceTeadi, OYJI OHbI acipece aybITKylapFa yaKbIThUIbI
JKayar OepeTiH IIeNTyIi HaKThl KOoJAaHOamap YIIiH Koixainsl ereni. by 3eprrey HTEpHET 3aTTaphl KemiaepiHig
KayiMci3miri MEH TYTaCTBIFBIH KaKCapTY, KEIUTIK aybITKyJapAbl aHBIKTayMeH OalaHBICTBI KYpAETl Mocenenepai
ey xoHe VHTepHeT 3aTTapbIHbIH KHOSpKayIICI3MiriHiH JaMBblIl KeJie )KaTKaH JIaHIaThIH/A OChl d/licTeMelep-
JIH TPAKTUKAIBIK ©3CKTLIINH KOPCETY YIIIiH MATUHAJIBIK OKBITY 9JIICTCPIH KOJIaHy Typasibl KYH]IbI aKIapat Oepe/i.

Tipek ce3aep: MHTepHET 3aTTap, 6ACKBIHIIBLIBIK, 1A0YbUIIbI AHBIKTAY, MAIIMHAIIBIK OKBITY, XKIKTEY.

56



KA3AKCTAH-BPUTAH TEXHUKAJIBIK
YHUBEPCUTETIHIH, XABAPIIBICHI Ne 3(70) 2024

!Omapos baybipxan C.,
nokropant, ORCID ID: 0000-0002-9312-4429,
e-mail: bauyrzhanomarov01@gmail.com
’QyesioexoB O.A.,

K.(p.-M.H., c.H.c., ORCID ID: 0000-0002-2903-9086,
e-mail: omirlan.auelbek@gmail.com
¥*Kyaambaes B.O.,

K.T.H., acconuupoBanHsiii mpodeccop, ORCID ID: 0009-0002-9279-6239,
e-mail: bakhytzhan kulambaev@gmail.com
'Omapos B.C.,

PhD, un.0. nonieara, ORCID ID: 0000-0002-8341-7113,
e-mail: batyahan@gmail.com

'Ka3axCKkuil HaI[MOHAJIBLHBIA YHUBEPCUTET UMEHH ajib-Dapadu,
050040, . AmaTsl
’MucTUTyT MHGOPMAIIMOHHBIX U BRIYUCIHTEILHBIX TEXHOJIOTUH,
05000, . AmmaThl
SVuusepcuret «Typan», 050013, . Anmarst

OBHAPYKEHHE BTOPXKEHH B CETb HHTEPHETA
BEIIEU C IOMOIIIbIO MAIIIMHHOI'O OBYYEHUA
HA OCHOBE HABOPA JAHHBIX UNSW-NBI15

AHHOTAIHUA

B manHoit nccnenoBarensckoil pabore uccnenyercs 3p(EeKTUBHOCTS pa3IMuHbIX METOIOB MAIIMHHOTO 00Y-
YeHHS JUTA PEIICHHs 3a/1add OOHApYKEHHUSI CETeBBIX aHOManni B KoHTekcTe cpen MuTteprera Bemei (IoT). Uc-
TI0JIBb3Ys. Pa3HOOOPA3HBIH HAOOP MapamMeTPOB OLEHKH, BKIOYAsl TOYHOCTh, ITPEHU3HOHHOCTD, OT3bIB, ONEHKY F1,
BpeMsi 00ydueHHs U aHaJnu3 pabounx xapaktepuctuk npuemMHuka (ROC), cucteMaTnyecku CpaBHUBAIOTCS IIECTh
Pa3IMYHBIX METOJIOB MalIMHHOTO 00yueHus. [lomyueHHbIe pe3yabrarhl OMYEPKUBAIOT TPAKTUYECKYIO TIPUMEHH-
MOCTb JIOTHCTHYECKOW PErpeccuy, KOTopasi SBJISICTCS HaJIS)KHBIM BBIOOPOM Ostarofapst CBOMM cOalaHCHPOBaHHBIM
9KCIITyaTallMOHHBIM XapaKTepucTHKaM. Jlorncrnieckas perpeccust He TOJIBKO JIEMOHCTPUPYET BEICOKYIO TOYHOCTh
OOHAPY’KEHNUS CETEBBIX AHOMAJINI, HO M 3HAYUTEIIFHO COKPAIIAET BpeMsI 00yUEHHsI, UTO IEIAeT €€ 0COOCHHO IO/IX0-
JSIIIEH JUT peasibHBIX MPUIOKEHHUH, T1I€ CBOEBPEMEHHOE PearnpoBaHNe Ha aHOMAJIMHM MMEET Pellaroliee 3Ha9eHHeE.
D10 ncciegoBaHKe JAeT EHHYI0 HHPOPMALNIO O IPUMEHEHUH METOJ0B MAIIMHHOTO OOYyUSHHUS UL MOBBIIICHUS
0€30IacHOCTH M LIEJIOCTHOCTH ceTeil MIHTepHeTa Belleid, peleHus! CIOKHBIX 3a/1a4, CBI3aHHBIX ¢ 0OHApY)KEHHEM
CETEBBIX aHOMAJIMH, ¥ MOJUEPKUBAET IPAKTUYECKYI0 3HAUMMOCTh ATUX METOJIOJIOTHH B MEHsIOIIeMcs Janamadre
knbepOe3onacHocti VHTEpHETA BeeH.
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