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Abstract

Active use of immersive technologies in medicine. The development of IT leads to the emergence of new
digital products that are actively used in medicine. Further development leads to the transfer of some medical
services to the metaverse — the concept of Metahospital is formed. This article provides a systematic review of
research to determine the prevalence and current state of the use of immersive technologies for the development
of digital health products. Studies from leading scientific databases were reviewed. The results show that research
interest in the use of immersive technologies in medicine has increased significantly over the past ten years, peaking
during the pandemic. Immersive technologies are the most common types of technologies used in medicine for
training, practical training, telemedicine, and diagnostics. In addition, our own software product is described — a
coronary artery stenting simulator using virtual reality technology. A description of the model and the results of a
survey on the effectiveness of using immersive technologies among medical school students are provided.

Key words: Unity, eXtended reality, immersive technology.

Introduction

Safe teaching practices for medical students are important for both patients and students. This
allows you to develop the necessary skills required when working with patients. Of course, depending
on the profile of the physician, the set of skills may vary, but the most common ones are presented
in Figure 1 (p. 20).

There are 9 general skills that are necessary for medical staff: communication, critical thinking,
technical competence, meticulousness, teamwork, flexibility, empathy, ethical awareness, teamwork.
Under perfect conditions all of these have to be developed equally however in real life only some
of them are obtained during studying. The most general and common skill is communication.
Medical workers need to communicate effectively with patients, their families, and other members
of the healthcare team [1]. This includes active listening, empathy, and the ability to convey
information clearly and compassionately. Nowadays is complicated to provide medical students with
communication skills in a real environment due to many reasons including patient’s reluctance to
speak with students, privacy of personal information, improper studying program with no content on
communication.

Another important skill is critical thinking [2]. Sharp critical thinking allows medical professionals
to analyze information, make sound judgments, and solve problems effectively. This is vital for
accurate diagnoses, treatment plans, and handling emergencies.
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Figure 1 — Medical students’ skills set

Also, each medical role requires specific technical expertise [3]. Doctors excel in diagnosis and
treatment, while nurses expertly manage patient care, medication administration, and procedures.

Healthcare is a field where precision is paramount. Medical workers meticulously [4] pay
attention to detail to ensure accuracy in recording information, administering medications, and
following treatment protocols.

Working in team is crucial, as doctors usually work in collaboration with each other to make a
diagnosis and treatment prescription as accurate as possible. Effective collaboration is key, requiring
open communication, information sharing, and working together to achieve shared goals with saved
individual responsibility [5].

The healthcare landscape is constantly evolving. Medical professionals need to be adaptable and
flexible [6], adjusting to new protocols, technologies, and patient populations.

Ethical awareness is crucial [7]. Medical workers must uphold ethical principles and standards
in interactions with patients and colleagues. This includes patient confidentiality, maintaining
professional boundaries, and advocating for patient rights.

Illness and injury can be emotionally taxing. Medical workers demonstrate empathy and
compassion, showing sensitivity to the physical and emotional needs of those they care for.

Multiple tasks and responsibilities often come with limited time. Effective time management
allows medical professionals to prioritize tasks, stay organized, and deliver care efficiently. In
common all of these skills are necessary for a medical professional.

Literature review

The Metahospital concept in the Metaverse represents an innovative view of medicine and
healthcare based on the use of advanced digital technologies in treatment, patient communication
and education. Metahospital integrates various digital technologies such as artificial intelligence,
augmented reality, virtual reality, mixed reality, cloud computing, blockchain and 5G/6G wireless
networks. The main aspects of such a metahospital include:

¢ Application of advanced technologies such as nanomedicine, quantum medicine, molecular
reconstruction of cells and others.
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+ Telemedicine, providing immediate provision of services using immersive reality technologies
and artificial intelligence.

+ Digital doctors and artificial intelligence providing instant consultations and diagnostics.

+ Use of artificial organs and tissues to solve the problem of organ deficiency.

+ Genetic optimization to prevent hereditary diseases and improve physiology.

+ Consideration of ethical issues related to confidentiality and potential negative consequences.

For example, research by Zeng and colleagues [8] considers various scenarios for the use of the
metaverse in medicine, from surgical treatment to cancer rehabilitation. Cerasa et al [9] propose the
use of the metaverse in the treatment of mental illness. The Gruson Group explores the possibilities
of laboratory medicine in the Metaverse.

Successful integration of the metaverse and metamedicine laboratories requires additional
training and education from scientific societies, educational institutions, and laboratory medicine
professionals. Additionally, continued research and large-scale testing are necessary to fully
understand the potential of these innovative approaches in medicine.

Despite the development of different versions of metaverses many young surgeons still often
learn by observing the operations of more experienced colleagues or participating in them as observers
and trainees. However, some countries and institutions are introducing digital simulations to provide
additional practice opportunities for students.

The paper presented by Li [10] examines the promising application of virtual reality simulation
in medicine. The approach described in the paper is based on creating an environment based on
patient data, which facilitates real-life operations. The system interacts directly with clinical data and
recreates a model of the heart, providing haptic feedback for realistic training.

Another interesting example presented by Mishvelov [11] also uses patient data to create mixed
reality layers that facilitate surgical procedures. This application allows surgeons to work with MRI
images of the patient’s organs in real time, which significantly increases the efficiency of surgical
interventions.

The prototype application developed by researchers [12] combines the reconstruction of organ
models with the operation of surgical instruments, providing quick access to necessary information
and increasing the efficiency of preoperative planning.

Additionally, a paper by Regrebusbly [13] presents a simulation system for training in dual
interventional cardiac catheterization, allowing students and junior surgeons to master complex
procedures without risk to patients.

Many medical schools create their own simulators and use a wide range of platforms and
applications such as Epocrates, Medscape, Touch Surgery, Orcanhealth and others [14—17]. These
tools not only support training, but also provide healthcare professionals with access to relevant
information and tools to improve the quality of care.

Conjunction of two ideas provides interaction of many people [18] within one digital space and
improve the learning outcomes as this experience feels real and tangible.

Some of the works [19] demonstrate necessity of improved mechanisms for accessibility,
infrastructure limitations, and maintaining student engagement. As them tend to make these virtual
simulations a promising tool for the education.

Authors suggest more careful observation and integration of virtual reality and other modern
tools as despite a great potential in telemedicine, but it is still crucial to avoid depersonalization and
loss of connection with a real world [20].

Also, in case of medical education it is substantial to adopt technology and approach in a proper
manner, including specific learning objectives and student needs [21].

In this work we propose the existing concept of metahospital at International information
technology university, Almaty, Kazakhstan.
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Figure 2 — Metahospital’s structure

At IITU the Metahospital concept was created to unify several projects into one general idea.
The previous experience of authors in virtual laboratory works development and rapid acceleration
of the virtual reality and the sphere as whole nowadays has forced many researchers and creators to
the definition of new ideas and meanings under metaverse scope. The proposed idea of metahospital
consists of 4 parts as shown in figure 2. Each of them provides user with ability to progress certain
skill. The concept has simulator module that is dedicated to the surgery simulations, knowledge base
where user can study certain concepts or anatomic issues, then goes module for the communication
skills training. It makes it possible to talk with virtual avatars that behave as different patients’ type.
And the last option is diagnostic tool for the cognitive decrease tracking and early diagnosis of the
Alzheimer’s disease using specially developed, and VR adopted tests.
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Figure 3 — Angioplasty and stenting simulator component diagram
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The simulator contains 3 main components: blood flow model, VR interaction and the stenting
simulator logic itself as shown in figure 3. The blood flow model for this case describes the motion
of the blood at different velocities of fluid based on the geometry of specific artery. In math terms
viscous flows are described using Navier-Stokes equations. The project observes specific case a
constantly flowing, compressible fluid with some internal friction (viscous). It’s accepted that the
flow moves along x-axis, and during the motion meets some separation points using Runge-Kutta
approach. The math model domain is described in figure 4. The blood flows from the inlet boundary
through the artery and exits from the outlet. Artery’s diameter at the inlet is around 6.3 mm, with the
length equal to 10 mm.

Figure 4 — Math model domain for the blood flow
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The domain of the model is set after the definition of governing equations (1)-(3).
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Where and -velocity by X and Y axis, -density, P — pressure and v-viscosity.

The VR interaction within the simulator is defined using Meta tools for Unity engine the more
details on them are given in Methods and Tools section. However, the more specific communication
of the user and environment is defined using scripts that were written by authors.

The stenting simulation is crucial module of the project. Basically, it has two areas for the
definition. The first is the procedure of the stenting including the algorithms for the tissues, patient’s
bahaviour, interaction between tools and the user as well as the environment which includes secondary
objects as Ul elements, audio sources etc.

Materials & methods
By now there is simulation of the stenting procedure and mathematic blood flow model. The

implementation of the project in VR is done based on Unity game engine, using XR Meta packages
that provide basic interaction within the VR scene. The choice is based on the availability of Meta
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Quest 2 HMD at the university, while the picking of Unity is based on its cross-platform deployment
feature and wide support among different VR devices producers. For the logic implementation C#
programming language is used. The mathematical model was solved using Python.

Results and discussion

For now, the project goes through the stage of merging of all the elements of the metahospital
concept. In the figure 5 there is a view on a user’s scene where a person can conduct the operation.
The scene consists of the user’s avatar, the operation room and required tool set. Along with this
equipment user’s view is provided with screens of the patient’s monitor and the coronarography
screen where the user can see where his tools are situated in the patient’s coronary system.

a) General scene view b) User’s view of the scene

Figure 5 — The scene view of the simulator

The scene is also provided with an instruction guide in the bottom of the user’s view to make the
order of procedures to complete the surgery.

To study the demand for similar applications author’s conducted survey among medical students
at medical school at Shoqan university. The school is provided with different physical simulators
that allow to obtain practical skills however along with that they do use VR for emergency block
and some other specifications. Also, they have special communication application with different
characters having specific anamnesis and diagnosis that should be defined by the student by the end
of the interaction.

The survey has shown that even the people that are familiar with technology and have access to
equipment and devices do not use it in a full range. However as shown in Figure 6 students evaluate
use of VR in surgical studying (62.5%) as useful and find it most profitable for surgery practicing.

Which spheres of medicine you find the most appropriate for the use of Virtual Reality in studying and
training

Additional information
@ Ssurgery
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Figure 6 — Answer of the students on question “Which spheres
of medicine you find the most appropriate for the use
of Virtual Reality in studying and training?”
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Though the use and development of VR application for medical studying provide students with
“presence sense” it is also important to consider changing in an educational program. 50% of asked
students answered that educational program should include special time slotted for the use of the
simulator.

Conclusion

The use of immersive technologies in the development of digital healthcare products has the
potential to significantly improve the quality of care and increase patient satisfaction.

Immersive technologies such as virtual reality complement traditional treatment methods
by allowing clinicians and patients to interact with data and information in a more visual and
understandable way. These innovations not only improve training for medical personnel, but also
help patients better understand their conditions and treatments, which can lead to more effective
health management and reduced risk of complications.

However, to successfully integrate immersive technologies into digital health products, it is
necessary to continue research, develop standards, educational programs and regulation, and ensure
that these innovations are accessible and safe for all users. Overall, the promise of immersive
technology in digital health products promises significant advances in medicine and improved quality
of life for patients.
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CAHJABIK AEHCAYJIbIK OHIMIEPIH 93IPJAEY YIITH UMMEPCHUBTI
TEXHOJIOTUAJIAPABI TAUJAJIAHY

Angarna

MenuiHaaa HMMMEPCHBTI TeXHOJOTusulapabl Oencennai kommany. AT namybl MenuuuHazga OeliceH/l
KOJIAaHBUIATBIH JKaHa LUQPIBIK OHIMIEpAIH MNaijaa OoiyblHa oKeje[l. Opi Kapall AaMy HOTIIKECiHAE Kenoip
MEIMIMHAIIBIK KBI3METTEP/Ii METaajieMre KeIlipijin, MeTaeMxaHa TY)KbIPbIMJIaMachl Kanblnracaiasl. by makana
JCHCAyJBIKKA apHAIFaH U (PIIBIK OHIMACPI 93ipIIey YIiH HMMEPCHBTI TEXHOJIOT UsLIap bl KON AaHYIbIH Tapaybl MEH
arbpIMJIAFbI JKaFJallblH aHBIKTAY YLIIH 3epTTeylepre xKyheni momny kacaiapl. JKeTeKin FhIIbIMU JepeKTep KOPbIHAH
QJIBIHFaH 3epTTeyiep capanaHibl. HoTwkenep COHFBI OH JKbUIJA MEIMLMHANA UMMEPCUBTI TEXHOJIOTHSIAPABI
KOJJIaHyFa FBUIBIMUA KBI3BIFYIIBUIBIKTBIH alTapibIKTall apThil, MaHAEeMHs Ke3iHJe HIAPBIKTAy IIeTiHe KETKeHIH
kepcereni. VIMMepCHBTI TEXHOJIOTHSUIAD MEAMIMHA/AA OKBITY, NPAKTHKAIBIK cabakrap, TeJeMeIuIMHa IKoHE
JIMarHOCTHKA YIIIH KOJJIaHbUIATBIH TEXHOJIOTHSIIAP/IbIH €H KoIl TaparaH Typiepi. COHbIMEH KaTap Makaajia 0i3iiH
JKeke OarnapiaMalblk OHIMIMI3 CUITaTTalFaH — BUPTYa/Ibl IIBIHABIK TEXHOJIOTHSCHIH MaiIaTaHaThIH KOPOHAPIIBIK
apTEpUsIHBl CTEHTTEY CHMYISATOPBL. MOIeNnbIiH CHIAaTTaMachl KOHE MEIMLIMHAIBIK YHHBEPCHTET CTYACHTTEpi
apachIHIa UMMEPCHBTI TEXHOJOTTUIAPAB KONJAHYABIH THIMALIITI Typaibl cayalHamMa HOTH)KEIepi YCHIHBUIFaH.

Tyiiin ce3aep: Unity, eXtended reality, tMMepcHBTI TEXHOJIOTHsLIAP.
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"MesxayHapoaHblil YHUBEpCUTET HH(DOpMAIMOHHBIX TexHomoruit, 050040, r. Anmarsl, Kazaxcran

M CIIOJIb30BAHUE UMMEPCUBHBIX TEXHOJIOT U
JJISA PASPABOTKH HU®POBBIX TPOAYKTOB 3JIPABOOXPAHEHUSA

AHHOTAIUA

AKTHUBHOE HCIIOJIb30BAaHHE UMMEPCHBHBIX TEXHOJNOTWN B Menuiuae. Pazsutre VT npuBOAUT K MOSBICHUIO
HOBBIX IH(DPOBBIX MPOIYKTOB, KOTOPBIC aKTUBHO UCIIONB3YIOTCS B MeIuIuHE. JlanpHeiiee pa3BUTHE TPUBOANT K
MEPEHOCY HEKOTOPBIX MEIUIIMHCKHUX YCIYyT B METABCEICHHYIO — (DOPMUPYETCsI MOHSITHE METa0ONbHUIIBL. B nanHoi
CTaThe MPUBECH CUCTEMAaTHYeCKUN 0030p MCCIICI0BAHMIT, KOTOPBIN TO3BOJISIET OMPEIEIUTh PACHPOCTPAHEHHOCTh
1 COBPEMEHHOE COCTOSIHUE MCIIOIh30BAHUS MIMMEPCUBHBIX TEXHOJIOTHI [T Pa3pabOTKH HU(POBBIX MEIUIIMHCKUX
HpO[[yKTOB. BI)IJ'II/I I/I3y‘-IEHI)I HCCIICAOBAHUA U3 BeI[yHlI/IX Hay‘IHLIX 633 JAaHHBIX. PeSyJ'II:TaTbI IIOKa3bIBaKT, UTO HC-
CJICZIOBATEIIBCKHI UHTEPEC K UCTIOIB30BAaHHIO MMMEPCUBHBIX TEXHOIOTUI B MEIHUIIMHE 3HAYUTEIIEHO BO3POC 34 I10-
CJICZIHHE JICCSTh JICT, IOCTUTHYB ITHKa B MEPUOJ TaHIeMHUU. FIMMepCHBHEBIC TEXHOIIOTHH SBIISTIOTCS. HanOoJee pac-
MPOCTPAHEHHBIMU BHUAMHU TEXHOJIOTH, UCIIOIB3YEeMbIMU B MEHIIMHE JIJIsl OOyUSHHUsI, TOTYUSHHsI PAKTUUECKUX
HABBIKOB, TEJIEME/IMIMHBI M AUArHOCTHKH. Kpome Toro, ornrcan COOCTBEHHBIN MTPOrPaMMHBIN MPOIYKT — TPEHAKEP
CTCHTHUPOBAHUS KOPOHAPHBIX apTEPHIA C HCIIOIB30BAHUEM TEXHOIOT U BUPTYaIbHON peaabHOCTH. IIpuBeeHo omu-
CaHKE MOJICJIH, PE3yJIBTaThl IPOBEICHHOTO OMpoca 1o 3)GEKTHBHOCTH UCTIOIb30BaAHHUS IMMEPCUBHBIX TEXHOJIOTHIA
CPEIM yUYaIIUXCsl MEUIIMHCKOTO HHCTHTYTA.

Kuarouesrbie ciaoBa: Unity, eXtended reality, itMMepCcHBHBIC TEXHOJIOTHH.
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