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Abstract. Market Basket Analysis (MBA) is an approach that finds the strength of association between pairs
of products that customers buy and can determine patterns of co-occurrence. The main aim of MBA is to
determine customer buying behavior and predict next purchase. It can help companies to increase cross-
selling.

To generate association rules, the Apriori algorithm employs frequently purchased item-sets. It is based on
the idea that a frequently purchased item's subset is also a frequently purchased item. If the support value of
a frequently purchased item-set exceeds a minimum threshold, the item-set is chosen. This paper observes the
advantages of implementing MBA, algorithms that applies in this technique and ways to identify customer
buying patterns.
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KJIUEHTTEPIIH CATBII AJTY YJTICIH AHBIKTAY YIITH HAPBIKTBIK
KOPJKBIH/IbI TAJIIAVIBI KOJJIAHY

PAXMAHAJIMEBA K.

'Kaszaxcman-Bpuman mexuuxanwi ynueepcumemi, 050000, Armamer, Kazaxcman

Anoamna. Hapuix Koporcbinbin manoay — OYa camuvlin aiyubliap camvli aiamoli mayapiapovly JHCynmapbol
apacelnoagsl  ACCOYUAYUAHBIY MbIKMBLIBIELIH  AUKbIHOQUMbBIH  JICIHE KAmap JHCypy 3aHObLIbIKIMAPbIH
aHblKkmanmsin macii. Hapolk KopocblHbIH Manoayobly He2izel MaKcamsl KiueHmmepoiy camvlin aiy mapmioin
AHBIKMAY JHCaHe KelleCi camvin aiyovl Ooaxcay 6oavin madwvliadsl. byn komnanusiapaa Kpocc-camuliblMObl
apmmulpyea Kemekmece aniaovl.

Accoyuayus epedicenepin Kypy yuiin, Apriori areopumminoe scui camulin aiblHAMbIH d1eMEHMMeD HCUbIHMbIZbL
KON0aHulNaobl. Byn oicui camovin anvblHamuli 3ammuly [WKI JCUbIHBL 04 JICUI CAMbIN ANBIHAMbIH 3aM 0e2eH
uoesiza Heeizoencen. Ecep oicui camvin anblHAMuIH 3AMMAP HCUBIHIMBIZLIHLIY KOAOAY MIHI ey MOMeHel
uiexmen acvin Kemcee, d1eMeHmmep HCUublHbl mayoanraosl. byn sicymvicma napulx KOpocoinblH manoayosl icke
acuIpyobly APMuIKIUBbLIBIKIMAPS, 0Cbl MEXHUKAOA KONOAHBLIAMbBIH Al20PUMMOEP JHCIHe KAUeHmmepoil camvin
any 3aHObLILIKMAPbIH AHBIKIMAY MaCiN0epi KopcemineeH.

Tyitinoi ce30ep: HapvlK KOPIHCHIHbIH MANOAY, ANPPUOPU AN2OPUMMI, ACCOYUAYUS epexcec

NPUMEHEHUE AHAJIU3A PRIHOYHOM KOP3UHBI 11 ONPEJEJIEHUSA
MOJIEJIA TIOKYIIOK KJIMEHTOB

PAXMAHAJIMEBA K.

Kaszaxcmancko-Bpumanckuti mexuuueckuu ynugepcumem, 050000, Armamuol, Kazaxcman

Annomauyusn. Ananu3 pelHOYHOU KOP3UHBL — 9MO HOOX00, KOMOPbIIL onpedesem CULy Céa3u Mexucoy napamu
NPOOYKMO8, Komopbsle NOKYNAION KIUEHMbL, U MOJACEN ONPeOesimb 3aKOHOMEPHOCIMU COBMECHHO20 NOABILEHUS.
Ocnosnas yeno — onpedenumsv HOKYRAMENbCKOE NOGEOCHUE KIUEHMOG U CHPOSHO3UPOGAMb CNIEOVIOUWYIO
HOKYNKY. MO MOdHCEM NOMOUb KOMNAHUAM YEEIUUUmb 00beM nepexpecmublx npooadic.

Jna co30anus accoyuamuHwblx npaguil anopumm Apriori ucnomwbsyem uacmo nokynaemvie Habopul
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npeomemos. OH OCHOBAH HA udee, YMO NOOMHONMCECMBO YACO NOKYNAEMbIX MOBAPOE MAKICE ABIACMCA
yacmo nokynaemvim mosapom. Eciau 3nauenue nooodepoicku wacmo npuobpemaemozo Habopa npeomemos
npegvliaem MUHUMATbHLIIL NOpoe, 8bloupaemcs HAOoOp npeomemos. B smoii cmamve paccmampusaromes
npeumywecmea 6HeOpeHuUsl AHAIU3d PbIHOYHOU KOP3UMbL, AICOPUMMbL, NPUMEHseMble 8 MOl MemoouKe, U
Cnocobbl 8blAGIEeHUA MoOenell NOKYNAMeNbCKO20 N08e0eHUsl KIIUEHMOB.

Knroueswvie cnosa: ananus pblHOllHOZ/Iv KOp3UHbL, dJlcOpUmm anpuopu, npaesuio accoyuayuu.

Introduction

Market Basket Analysis is a set of transaction
data that used to identify customer attitude and
determine his buying patterns. It goes by finding
out the combination of things that occur together
in transaction. It means that MBA lets retailers to
determine relationships between things that cus-
tomers purchase, find out the frequency in order
to be able to predict when they will go together.
These are the main benefits of MBA:

- Organizing store to increase income.
Items that complement each other should be dis-
played together to make it easier for customers
to notice them. This will determine how a store
should be organized in order to maximize profits.

- Promotional message. Market basket re-
search may increase the efficiency of any com-
munication channel, including email, phone, so-
cial media, and direct salesperson offers. Using
MBA data, you can recommend the next best
product that a consumer is most likely to buy.

- Keep track of inventory. You may also es-
timate future purchases of clients based on MBA
inputs over a period of time. You can estimate
which items are likely to fall short based on your
early sales data, and keep your stock in top shape.

- Content Positioning. The location of web-
site content is critical for e-commerce enterpris-
es. Conversions can be boosted if commodities
are listed in the correct sequence. Online pub-
lishers and bloggers can utilize MBA to display
content that customers are most likely to read
next. This will lower bounce rates, increase en-
gagement, and boost search results performance.

- Recommender Systems. Some well-
known companies, such as Netflix, Amazon,
and Facebook, already utilize recommendation
algorithms. If you want to build an effective rec-
ommendation system for your business, you'll
require market basket analysis to keep it running

96

smoothly. MBA can be used as a foundation for
developing a recommendation engine.

Market Basket Analysis is very helpful in
evaluating qualitative data. So, it is a basic tech-
nique which big retailers like Amazon and Flip-
kart use to understand clients shopping habits.

Although this work implies predictive mar-
ket basket analysis, there is another type of MBA
- differential market basket analysis. The differ-
ence between them is that predictive MBA is
the type that helps to determine cross-sell, while
differential MBA considers collecting data from
different stores, different client’s group during
different times of the day, month or year. [1] It
is important to note that in this research will be
used predictive type of market basket analysis.

MBA also helps to develop and expand mar-
keting approach, like:

* Changing the store layout according to
trends

* Customer behavior analysis

* Catalog design

* Cross marketing on online stores

* What are the trending items customers buy?

It is important to note that retailing it is not
the only area where MBA can be used. It can be
involved in banking, business, bioinformatics,
manufacturing industry. So, in [2] author im-
plemented market basket analysis technology to
one of Six Sigma’s phases - Improve phases. It
helps to improve behavior of customer by pro-
ducing association rules between products. The
received association is based on general rule in-
duction. As a result, author formed two groups of
customer and generated rules for each of them.
Such implementation can be also used to target
special offers. In addition of applying MBA in
marketing, there is another work [3]. The paper
provides more detail information about associ-
ation rule and describe each step of ARM-Pre-
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dictor algorithm that can be helpful in determin-
ing customer behavior. Authors also point that
market basket analysis gives the understanding
of customers purchase behavior. The concept of
ARM-Predictor algorithm is cooperating Associ-
ation Rule Miner, so it helps to establish strong
relationship between goods stored in shops. The
basis of algorithms that find association rules is
different metrics like support, confidence, lift etc.

Professors T. Raeder and N. V. Chawlathe in
[4] defined the function of market basket analysis
as a determining actionable knowledge in trans-
action databases. Which means next case: a com-
mon stock sells a big set of products P. Define a
transaction p < P as the set of items customer
buys in a single trip to the store. T = {p} is the set
of all transactions processed by the store in a cer-
tain time period in the transaction database of the
store. However, authors took a different way to
mining transaction data by representing data as
a product network. So, authors try to develop the
power and clarity of MBA by creating transac-
tional data as a network. This approach can help
to establish relationships between goods which
is quite challenging with traditional association
rules. So, authors stated that the network repre-
sentation of transaction data lets using different
algorithms once unavailable to the association
rule community.

However, in [5] authors pointed that Apriori
algorithm is the biggest improvement and easier
to implement compared to other algorithms like
FP-Tree Algorithm and RARM. In addition, pro-
fessors Kronberger and Affenzeller [6] say that
the main advantage of Apriory algorithm is the
possibility of scaling big data bases with millions
of items. On the other hand, researched from
University of Chile [7], offer their own way of
performing MBA. Their methodology produces
effective and appropriate frequent item sets. It’s
based on graph mining techniques. Authors say
that results from traditional algorithms like Apri-
ori algorithm are meaningless since clusters were
formed by enormous amount of different goods.
As a result of this work were obtained 30 clus-
ters while using k-means algorithm gave only 2
clusters.

Authors Hossain, Sarowar Sattar, Kumar

Paul used Apriori and FP Growth algorithms for
market basket analysis. They proposed a new
method for mining association rules that involves
selecting a specific percentage of frequent items
from their dataset. [§]

Methodology

The common way of identifying the relation-
ship between items is applying set of rules called
Association rules. The idea of Association rules
is giving result as rules in form If This (A) Then
That (B). A and B are also known as an ’anteced-
ent’ and ’consequent’.

Commonly the relationship will be in the
form of a rule: IF beer, no bar meal THEN crisps.
The chance that a person will buy beer without
a bar meal is cited to as the support for the rule.
The confidence refers to the conditional proba-
bility that a consumer will buy crisps.

The proportion of transactions that include
all of the items in an itemset is known as support.
The higher the support the more frequently the
itemset occurs. This value allows to determine
the rules worth regarding further analysis. For
example, in a total of 10,000 transactions, one
would want to consider only the itemsets that ap-
pear at least 50 times, i.e., support = 0.005. If
support value is low, it means that we do not have
enough information an itemset about relationship
between items and we can’t do any conclusion.

(A+B)
TOTAL

The likelihood that a transaction containing
the items on the left-hand side of the rule (beer,
bar meal) also contains the item on the right-
hand side is called confidence (crisps). When the
confidence is high, the chance that the item on
the right-hand side will be purchased is bigger.
In other words, expected the return rate is getting
greater.

Support =

(A+ B)
A

Confidence =

Lift is the product of the probabilities of all
the items in a rule appearing together divided by
the product of the possibilities of the items on the
left- and right-hand sides appearing as if they had
no relationship. Overall, the strength of interac-
tion between the goods on the left and right sides
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This method is quite easy on the mathe-
matical level. It’s also an unsupervised learning

of the law is summarized by raise. When the lift
is large, then link between items is greater.[9]

(A+B) tool. Applying this tool requires minimal data
i f t = VB preparation.
Total

Association Rule

‘ Data ’

leamsaction [ | Itons Bought
1 { Milk, Buser, Disprors |
F {Bresd, Buiver, Milk}
3 [ Milk, Diapors
I [Prencd, Buttor, Cookies)
[ By, Cookies, Dinpers)
i { Milk, Dimpsers, Dread, Butter)
[ Biressel, Duter, Dispers}
[ Howr, Diapers}
W [ Milk, Dinpers
10 | {Beer, Cookies |

Cosobebn )

Piread, Buttor )

Fig. 1. Applying association rules

Apriori algorithm is useful tool in mining
frequent itemset and defining association rule.
This algorithm determines frequent specific
items and extends them large itemset until item-
sets appears more frequently in the database. Ap-
riori is the algorithm that was first used in mining
of frequent itemeset. It was proposed by Agrawal

and Srikant in 1994. The alternative approach of
this algorithm is joining and prune items in order
to reduce looking space. The fundamental idea
of Apriori algorithm is its anti-monotonicity of
support measure. The implementation of Aprio-
11 algorithm includes steps illustrated in picture
below [10]:

Candidates (Join
Steps)

Generate K-Itemset

Check Support

(Pruning)

Setof K-1
frequent

itemsetsis @7

Frequent

Items

Fig. 2. Apriori algorithm steps

1) Determine the support of itemsets (of size
k = 1) in database. This step is called generating
the candidate set.

2) Reduce the number of candidates set
by excluding items with a support less than the
given threshold.

3) JRepeat the above steps until no more
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itemsets can be generated by joining the frequent
itemsets to form sets of size k + 1. Which means
that support of formed sets should be less than
given support. [11]

The next step is applying Apriori algorithms
on dataset in Python. The dataset was taken
from UCI Machine Learning repository.[12]
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It contains information about all transactions
between 01/12/2010 and 09/12/2011 for online
retails. The implementation in Python requires
certain libraries, in this case we used mlxtend,
numpy and pandas libraries. MIxtend implements
a variation of algorithms and widely used in
machine learning and data mining. We cleaned
the data and splitted based on area of transaction.
After that we defined function to make the data
suitable, so we can build model. The part of code
can be seen below. Here we build model and
collect the inferred rules in a dataframe. [13]

# Building the model

frq items = apriori(basket Hong Kong,
min_support = 0.05, use_colnames = True)

# Collecting the inferred rules

rules = association rules(frq_items, metric
="lift", min_threshold - 1)

rules =rules.sort_values(['confidence', 'lift'],
ascending =[False, False])

print(rules.head())

In order to determine how association rule
works we also conducted the survey. In this sur-
vey was applied Likert scale method. This method
allows interviewees to show in what extend they
agree or disagree with a particular statement. It’s
commonly used to get a more nuanced picture
of people’s attitudes and beliefs than a simple
«yes/no» query. This method implies questions
and 5 or 7 options to answer. So based on these
answers we can measure the assumption. In this
survey people were given 5 options to respond:

* strongly agree

* agree

* neutral

e disagree

e strongly disagree

A Likert scale also allows measuring other
variations. For example, frequency, quality, im-
portance, etc.

Results

Implementing Apriori algorithm for Italian
transaction showed that " WOODLAND CHAR-
LOTTE BAG’ and ’ABC TREASURE BOOK
BOX’ paired together. So, we can assume that in-
stead of plastic bag people prefer to use recycled
bags in order to carry staff, in this case is book.
Besides, analyzing results of transaction from
Britain there is a set of tea-plates. We also can
assume that this set is result of local traditions.

Almost the same results we got from French
transaction. Paper cups and paper and plates are
bought together. The reason is also could be re-
lated to cultural features, like having family par-
ty with friends.

However, we could not observe the results
from all regions. For example, while applying
model for Japan there was memory error, since
the data is too big.

It is also important to mention results of con-
ducted survey. The survey was formed in order to
implement Likert scale and to find out if people
would buy the sets of products given in the ta-
ble below together. So, we can approve or disap-
prove the association rate that given in Table 1.
In this study were interviewed 53 people from 20
to 40 years old. Combinations were made from
products that we often buy. The result of survey
is shown in Fig. 3 below. Results present the per-
centage of people who agreed or disagreed with
questions that were given in Google Form.

According to results it can be said that if peo-
ple buy beer, they probably will buy cigarettes
too, while the combination of products that peo-
ple will not buy are milk & beer and cereals &
cigarettes. It expected to prove the strong associ-
ation between Milk and Bread, however, accord-
ing to results we found out that association rate
between these two items is 0.2. We can see that
people in most cases will not buy given product
together. So, it follows that expected results can-
not be approved. During the survey gender, age,
nationality or financial situation were not taken
into account.

Table 1. The association rate between
products from given data

Products Association rate
Milk and Bread 0,9
Milk and Cereals 0,9
Milk and Beer 0,5
Milk and Chips 0,3
Milk and Cigarettes 0,2
Bread and Cereals 0,5
Beer and Chips 0,8
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Chips and Cigarettes 0,4

Cereals and Cigarettes 0,3

Beer and Bread 0,2

Bread and Chips 0,2

Beer and Cigarettes 0,9

Agree mmm Neutral mmm Disagree

Milk & Bread

Milk & Cereals

Milk & Beer

Milk & Chips

Milk & Cigarettes

Bread & Cereals

Beer & Chips

Chips & Cigarettes

Beer & Bread

Beer & Cigarettes

™

B
B
]
5
o
o " N ”
2
% o
N =

Cereals & Cigarettes

Bread & Chips

B

Fig. 3. Agree percentage

Conclusion

In this paper, we did a research of what
the Market Basket Analysis is, where it can be
used and what is the profit of applying MBA for
business, did a review of previous works of re-
searches who offers a new approach of applying
algorithms in order to improve results. We tried
to apply association rule and Apriory algorithm
in order to identify customer buying pattern and
established the associations using Python and
Mixtend library. Identifying patterns may help in

e product placement

* point-of-sale

* customer retention

We also conducted the survey in order to ap-
prove the association rate of products by apply-

ing Likert scale method. The survey showed the
principles of association rules.

At this step we applied algorithm on data
from open source. However, since this data is
quite old and the results cannot be used by retail-
ers nowadays, next step is trying to find real data,
so we can apply the methodology on them.

The major restriction of Apriori algorithm
is time, it can be slow when the data is too big,
and so it makes this approach less productive. It
follows to necessity using other algorithms like
FP-Tree Algorithm and compare the results. As a
future work we are planning to identify customer
buying patterns by applying Fuzzy logic in Mar-
ket Basket Analysis.
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