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COMPARATIVE STUDY OF MODERN NEURAL NETWORK
ARCHITECTURES FOR MEDICAL IMAGE SEGMENTATION PROBLEMS

NAGMETOVA A.,,ALDOSH A.
Kazakh-British technical university, 050000, Almaty, Kazakhstan

Abstract. Computer Vision is the area of Machine Learning that is responsible for machine perception of
visual information. Image segmentation is a subfield of Computer Vision that solves the task of dividing a
digital image into segments by their class label. One of the main problems in the subfield is the scarcity of
data and the restoration of spatial information for the classified image. This article is a brief survey of current
Biomedical Image Segmentation approaches, specifically Convolutional Neural Networks architectures and
the morphological transformation for data augmentation.
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MEIUIWHAJIBIK KECKIHAEPAI CETMEHTTEY MIHAETTEPIHE
APHAJIFAH 3AMAHAYUW HEMPOHIBIK KEJII APXUTEKTYPAJIAPIbIH
CAJIBICTBIPMAJIBI BEPTTEYI

HAT'METOBA A., AJITOLI A.

Kazaxcman-bpuman mexnuxanwix ynugsepcumemi, 050000, Aaimamel, Kazaxcman

Anoamna. Kovnviomepiuix kepy — 6u3yanovl aknapammusl MAWUHALLIK KAObLIOAYea dcayan bepemin
MAWUHATLIK, OKbIMY canacel. Keckin ceemenmayusicol — camowvlk KeCKiHOI ChlHbIn Oenzici botblHua
ceemenmmepee 001y MaceleCiH uleulemin KOMnblomepuik Kepy canacel. Byn canadagvl Hecizei
npobnemanapoviy 6ipi — Oepexmepoin Hcemicneyuiniei Heane HeikmenzeH KeCKiH YuliH KeHicmikmik
aknapammol KainvlHa Keimipyi 6o1vin madwvliadsl. Amanean makaia 6UomMeOUyUHAIbIK KeCKiHOepoi
CecMeHmMayusnayobly 3aMaHayu maciloepine, aman aumKaHod KOHBOIOYUSIbIK HEUPOHObIK

JHceninepoiy apxumexmypacvlia JHeamne oepekmepoi Kobeumy yulin Mop@oiocusivlk mypienoipyine
KbICKAULA WLOTLY dHCACAtiObL.

Tyiiinoi ce3zoep: KomnvromepiiK Kepy, MeOUYUHAIbIK KeCKIHOepOT cecMeHmayusay, KOHBOMOYUATbIK
HeUpoHObIK diceniniep, depekmepoi ayeMeHmayusniay.

CPABHUTEJIBHOE UCCJIEJOBAHUE COBPEMEHHBIX HEHPOCETEBBIX
APXUTEKTYP JJI51 3AJTAY CETMEHTUPOBAHUSI MEJJUIIMHCKUX
HU30BPAKEHUM

HAI'METOBA A., AJITOIII A.

Kaszaxcmancko-bpumanckuti mexnuuecxuti ynugepcumem, 050000, Anmamot, Kazaxcman

Annomauus. Komnviomeproe spenue —3mo 001acms MAUUHHO20 00yHeHUs:, KOMOopasi Omeeuaenm 3a MauuHHoe
socnpusimue 6uzyanvrou ungopmayuu. Ceemenmayusi u300padicenus — Mo chepa KOMNbIOMeEPHO20 3PeHUs,
Komopasi pewiaem 3a0avy pazoeieHus Yu@dposoco uzodpajicenus Ha ceemenmol no ux memxe kiacca. QOnoul
U3 OCHOBHBIX NPOOIEeM 8 OAHHOIU chepe ABNAeMCs HeX8AMKA OAHHBIX U 80CCMAHOBIIEHUE NPOCMPAHCMBEHHOT
ungopmayuu 018 KIACCUPUYUPOBAHHO20 U300pAdICeHUs. Dma cmambvs npeocmaesisiem cooou Kpamrutl
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0030p COBPEMEHHBIX NOOX0008 K Ce2MEeHmayuu OUOMEOUYUHCKUX U300PAXCeHUll, 8 YACMHOCIU apXUMeKmyp
CBEPMOYHBIX HEUPOHHBIX cemell U MOPPONI0SUUeCcKo20 npeobpazo6anus Ol ayemenmayuy OaHHbIX.

Knrouesvie cnoesa: KomnsromepHoe 3peHue, cecmenmayus MBOMMMHCKLDC u306pa9fceHuﬁ, ceepnovHble

Hel;pOHHble cemu, ayemenmayus OAHHbIX.

Introduction

Image segmentation is the process of divid-
ing digital images into several segments. The
purpose of segmentation is to simplify and modi-
fy the representation of an image so that it is eas-
ier to analyze. Image segmentation is commonly
used to highlight objects and boundaries in imag-
es. More specifically, image segmentation is the
process of assigning labels to each pixel in an
image such that pixels with the same labels have
common visual characteristics.

The result of image segmentation is many
segments that together cover the entire image or
many contours extracted from the image. All pix-
els in a segment are similar in some characteristic
or computed property, such as color, brightness,
or texture. Adjacent segments differ significantly
in this characteristic.

In this article, we reviewed and compared
articles on image segmentation in different areas.
We touched upon the topics of Fully Convolu-
tional Network, Convolutional Neural Network,
and Fuzzy Logic in image segmentation.

Review

There is a problem in Deep Learning that
relates to the lack of quality data. Moreover,
it greatly affects the Computer Vision area be-
cause, typically, CV architectures need a lot of
data to learn and generalize well. Furthermore,
there is not much existing data to train deep ar-
chitectures in the Biomedical tasks for Comput-
er Vision. The Convolutional Neural Network
called U-Net [1], which got the name from its
U-shaped architecture, as shown in Figure 1, ad-
dresses this problem for the task of Biomedical
Image Processing. The proposed solution uses
the encoder-decoder approach but in a slightly
modified way. It showed great results on Image
Segmentation tasks, and it is also very quick: for
an image with a resolution of 512x512 pixels, the
processing time was less or equal to second in
most cases with a recent GPU.

The U-Net is built upon a Fully Convolution-
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al Network architecture [2]. The main idea is to
add upsampling operators to the network's right
side (decoder), which mirrors its left side (encod-
er). The distinctive feature of all Fully Convo-
lutional Networks is skip-connections. They are
used to keep the spatial information of an image
and transfer it to the upsampling convolutions.

The encoder part comprises typical 3x3 con-
volutional layers. Each of these is followed by
ReLU and 2x2 max pooling for downsampling.
Then, in the decoder part, each feature map is up-
sampled by 2x2 up-convolution and concatenated
with a corresponding cropped feature map from
the encoder part (skip connection), convolved by
two 3x3 convolutions with each convolution fol-
lowed by ReLU. A 1x1 convolution follows the
final layer for mapping the resulting feature map
to the number of segmentation classes.

output
segmentation
4 & map

512 256
—r]fl'?l =»conv 3x3, ReLU
; t 8 8 copy and crop
§# max pool 2x2
4 up-conv 2x2
= conv 1x1

512 512 1024 51;

Figure 1. The U-Net architecture, example for 32x32 image

For efficient computing, the architecture
favors the large input tiles over the large-sized
batches; hence the batch size is set to a single
image. Data augmentation is an important step in
the training of U-Net. The random elastic defor-
mations, shifts, and rotation of images showed
great results in tasks with very few annotated ex-
amples. Also, the dropout layers of the encoder
part of the network perform an additional data
augmentation.



OUN3NKO-MATEMATUYECKHNE N TEXHUYECKWNE HAYKU

U-Net with its Fully Convolutional Archi-
tecture in combination with the efficient training
and data augmentation approaches showed great
results on Biomedical Segmentation tasks.

Name PhC-U373 DIC-HeLa
IMCB-SG (2014) 0.2669 0.2935
KTH-SE (2014) 0.7953 0.4607
HOUS-US (2014) 0.5323 -
second-best 2015 0.83 0.46

u-net (2015) 0.9203 0.7756

‘ Image data preprocessing ‘

Establish an optimized convolutional neural network
model framework

Depth calculation model based on adaptive dropout

Medical image segmentation algorithm based on
optimized convolutional neural network-adaptive
dropout depth calculation

Table 1. Segmentation results (IOU) on the ISBI cell
tracking challenge 2015

The second article in this review is “Medical
Image Segmentation Algorithm Based on Opti-
mized Convolutional Neural Network-Adaptive
Dropout Depth Calculation”. Authors: Feng-
Ping An et al., [3].

In this article, authors tried to solve some im-
age segmentation problems. To solve the problem
of network structure flexibility in a deep learning
model, they optimized the convolutional neural
network model by adding cross-layer connections
in a traditional convolutional neural network. At
the same time, authors add the adaptive dropout
model, to enhance the generalizability of the drop-
out method to reduce the deep learning model.

Here is the basic steps corresponding the
idea in this article:

(a) (b)

Test model

Figure 2. Basic idea of medical image segmentation algorithm
based on optimized convolutional
neural network-adaptive dropout depth calculation

1. First, medical image data was prepro-
cessed such as denoising, adding, and expanding.

2. Then authors used the convolutional neural
network model by adding cross-layer connections
in traditional convolutional neural networks, which
they established, to make a image segmentation

3. Moreover, they added an adaptive dropout
model to the convolutional neural network model
by adding a cross-layer connection. According to
the hidden layer position, an adaptive distribution
function is designed to set the activation probabili-
ty of each layer of neurons; it further improves the
generalizability of the dropout model.

(d)

Figure 3. Partial image segmentation results
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As a result, authors make comparison by
Dice coefficient, Jaccard coefficient and False
positive cases between traditional machine learn-
ing model (b, ¢), traditional convolutional neural
network (d) and new an optimized convolutional
neural network with adaptive dropout depth cal-
culation (e).

Segmentation method | Dice Jaccard FP

b 0.8397 0.7826 0.1337
c 0.8485 0.7932 0.1191
d 0.9132 0.8557 0.0582
e 0.9904 0.9827 0.0012

Table 2. Comparison of ultrasonic tomographic image dataset
segmentation results\

As shown in Table 2, the new an optimized
convolutional neural network with adaptive
dropout depth calculation presents the better re-
sults among four of them.

The third article where authors used image
segmentation in medical image data is “A Two-
Step Segmentation Method for Breast Ultrasound
Masses Based on Multi-Resolution Analysis”.

Authors: R. RODRIGUES, et al., [4]

In this article, authors first proposed an approach
by the following workflow, shown in Figure 4.

BUS Image

4

Image
Processing

Support Discriminant

Vector i

Machine Analysis
ROI

Selection

Image
Processing
Active
AdaBoost
Contours

Figure 4. Global workflow for the two-stage beast mass

segmentation approach
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Firstly, to classify the BUS image (breast ul-
trasound) apply the SVM and DA classification
algorithms using a pixel descriptor with five dif-
ferent features. As long as the original BUS image
were the non-linear diffusion and the FIR filter
two bandpass outputs with and two different scale-
space mean curvature measures. The next stage is
ROI Selection (region of interest). This stage was
used to reduce the number of misclassified pixels.
Moreover, initial contours that used in the subse-
quent segmentation steps appeared in this stage.

Further, after the ROI selection stage the au-
thor applies the AdaBoost algorithm to classify.
This algorithm uses a weak classifier to establish
a threshold for data dimensions according to a
distribution. The goal of this algorithm is to min-
imize the classification error. In the author's ex-
ample AdaBoost algorithm applied with 200 iter-
ations. The output of the algorithm was submit-
ted to the selection of the largest area object, to
eliminate small non-relevant objects that might
result from defragmentation of the main contour,
yielding the final segmentation results.

The other path proposed by authors for mak-
ing segmentation is the Segmentation refine-
ment using active contours. This algorithm was
focused on minimizing the equation energy. In
comparison to the previous algorithm, this algo-
rithm was applied with 100 iterations. Similarly,
to the preceding stage, the output of the algorithm
was submitted to the selection of the largest area
object. The results of both algorithms are given
in the Table 3.

Initial AdaBoost Active contours
Accuracy 97.3% 97.7% 97.5%
Recall 68.1% 79.6% 77.8%
Precision 92.4% 89.3% 89.3%
Dice,_ (overlap) | 0.690 0.824 0.813

Table 3. Segmentation performance measures

The both methods, which was used in this ar-
ticle, have shown the good overlap and recall re-
sults. In a direct comparison of the two segmenta-
tion refinement methods, AdaBoost improves the
normalized overlap coefficient in 0.134, whereas
active contours improve this measure in 0.123.
Moreover, the AdaBoost algorithm shows better
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recall results 79.6% against the recall result of
active contour algorithm 77.8%.

In the article named “CT liver tumor seg-
mentation hybrid approach using neutrosophic
sets, fast fuzzy c-means and adaptive watershed
algorithm” authors A. M. Anter, et al., [S] pro-
posed the method to make liver tumor CT image
segmentation. According to this hybrid segmen-
tation approach, the authors used several algo-
rithms like watershed algorithms, neutrosophic
sets, and fast fuzzy c-means. The main reason is
that each technique has its own problems, which
the others do not have.

The shortest algorithm proposed by this article:

The first is pre-processing. At this step, the
image is converted to grayscale, and filters are
applied to remove noises. The second is CT im-
age transformation. Each pixel of the image will
be converted to an NS domain. It means that each
pixel will belong to either true or false or inde-
terminate subsets in the NS domain. The third
step is post-processing. After converting images
to the neutrosophic domain, some morphological
operators are used to remove small objects and
focus on disease images. The fourth step is liv-
er parenchyma segmentation using a watershed
algorithm. After that, the maximum region of

interest (ROI) was selected to extract liver from
abdominal CT using a connected component
algorithm. The last step is tumor segmentation
and extraction. At this step, fast fuzzy c-means
(FFCM) algorithm is applied on segmented im-
ages to detect and segment tumors from the liver
image. The proposed FFCM provides excellent
results for tumor clustering and segmentation
without any loss of tumor detection with high
accuracy. In addition, false-positive regions that
affect system performance are reduced.

Conclusion

In this overview of existing image segmen-
tation techniques, it was found that the task of
biomedical image segmentation is not yet solved
completely. Still, there are advances in approach-
es to image segmentation that greatly improve
results of said models. Studying the most effec-
tive techniques, we can highlight following ap-
proaches: a) Skip-connections and upsampling
techniques help in restoring spatial information
of the segmentation operations; b) Combination
of morphological operations for data augmenta-
tion and at inference times greatly improves the
generalization capabilities of models and help in
cases of quality data scarcity.
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