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COMPUTER VISION MODEL COMPARISON
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Abstract. The use of machine learning in the medical field is one of the most difficult and thoroughly unsolved
problems. Currently, there are many different algorithms for solving problems in the field of diagnostics and
segmentation of biomedical images. Researchers are often faced with the challenge of choosing the best
method to apply towards their data. We conducted the empirical research and compared 5 algorithms that
able to detect anomalies in the medical images: RCNN, Fast-RCNN, Faster-RCNN, Mask R CNN, U-Net,
and Residual Neural Network. The advantages of automatic processing of the medical images are apparent:
doctors get a convenient software tool that allows them to diagnose the disease faster and reduce possible
errors. The task is to study and then select algorithms for further testing on the actual data. The selection and
study of algorithms were based on articles describing the architecture and application of computer vision
algorithms.
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KOMIIBIOTEPIEPAI KOPY YJII'VIEPIH CAJIBICTBIPY

HAM ]1.,'"CABUHA T.

Kazaxcman-bpuman mexnuxanwix ynugepcumemi, 050000, Aamamel, Kazaxcman

Anoamna. Meouyunanvlk caiaoa MAuUHAILIK OKbINYObl KOLOAHY KYPOeli JHCOHe MYKUAM WleuiiMe2eH
Macenenepdiy 0ipi bonvin madwviiadel. Kazipei yakbimma OuoMeOUuyuHanivlk Keckinoepoi OuaeHOCmuKaiay
JiCoOHe ceeMeHmmey CAlacblHOAgbl Macenenepoi ueulyOiy KonmezeH mypii aieopummoepi oap. 3epmmeyuiinep
KeOiHe onapovly Manimemmepine KOLOAHYOblH ey muimoi 20icin manoay macenecine man 6o01aovl. biz
IMNUPUKATBIK 3epmmeyiiep HCYPei30iK dHcane MeOUYUHAbIK KecKiHdepoeai ayblmKynapobl AHbIKMAy MaCeneci
weute aramvin 5 areopummoi canvicmoipovik: Fast-RCNN, Faster-RCNN, Mask R CNN, U-Net, R2-Unet
gicone Resediul Neural Network. Asmomammul onOeyOiy apmulKUbLILIKMAPbL MEOUYUHAbIK KeCKiHOep
QUKbIH: aypyObl me3ipeK anblKkmayea 601a0bl, 0apicepiep blHealiibl 0a20apiamaIbli HCACAKMAMA ANAObL HCIHE
Oepexmepdi eyoeyoeei Kamenikmepoiy naivizvl a3asaosl. Tanceipma Koubliobl — HAKMbl 0epexmep DOUbIHULA
00an api mecmineyoiy aneopummoepin OKbln, cO0aH Kellin manoay. Aneopummoepoi mayoay meH 3epmmey
KOMNbIOMePIK KOpy ancopummOepiHiy apXumexkmypacsl MeH KONOAHBLIYbIH CUNAMMAUMbIH MAKaA1a1apad
Hezi30eneen.

Tyiiinoi co30ep: mawunanvlk OKblmy, mepey OKblmy, JCyiKe dxceninepi, KOHGOMIOYUANBIK JHCYUKe dceninep.
CPABHEHME MOJIEJIEM KOMIBIOTEPHOI'O 3PEHUSA

HAM JI., CABUHA T.

Kaszaxcmancko-bpumanckuti mexuuueckuu ynugepcumem, 050000, Aimamuol, Kazaxcman

Annomayus. Vcnonvzosanue MawunHoeo 00yueHuss 6 00nacmu MeOUYUHbl AGIAEMcs OOHOU U3 CAMbIX
CTIOJCHBIX U OOCKOHANLHO HEePeuleHHbIX 3a0a4. B nacmoswee epems cywecmsyem MHOMCECMBO PASTULHBIX
aneopummo8 05l peueHus 3a0ay 8 001acmu OUAHOCMUKU U CeeMeHMAayuu OUOMEOUYUHCKUX U300PAINCEHUIL.
Hccneoosamenu uacmo cmankuearomesi ¢ npoonemoll 6vl00pa HAULYYUWE20 Memood, NPUMEHUMO20 K
uccnedyemvim OanuviM. Mol npogenu smnupuyeckoe uUccied08anue U CPASHUIU 5 aneopummos, Komopule
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CHOCOOHBI peuums 3a0ady onpeoeieHus: anomanuu Ha meouyunckux chumkax: R-CNN, Fast-RCNN, Faster-
RCNN, Mask R CNN, U-Net, u Residual Neural Network. Ilpeumywecmea aemomamuueckoti oopabomku
MEOUYUHCKUX CHUMKO8 OYeBUOHDBL: DONLE3Hb MONMCHO OUASHOCIUPOBAMb Obicmpee, 8payu NOAYYaom YOoOHbll
NPOCPAMMHBLI UHCIPYMEHM, A MAKdce CHUMCAemcs npoyenm owubox npu oopabomie oaunwvix. bvina
noCmaegiena 3a0aia usyyumos, a 6 OaibHeluem omoopams aneopummsl 0 OAlbHeuue20 mecmupo8aHus
Ha peanvhvlx Oanuwix. OmoOop u usyyeHue anreopummos NnpoucxooUnu Ha OCHose cmamell, ONUCHLIBAIOUUX
apxumexmypy u npuMeHenue aieopummos KOMIbIOMEPHO20 3PEHU.

Knrwouesvie cnosa: mawunnoe obyuenue, 2nybokoe obyuenue, HeUpOHHble Cemu, C6EPHOYHbIE HEUpPOHHbIE

cemu.

Introduction

The development of Computer vision models
dramatically increases with the rise of computing
power. If the first convolutional neural networks
were useless in the actual cases because of the
slow speed and low accuracy, modern state-of-
the-art algorithms allow to proceed data in real
time for different cases.

CHM or other algorithm for
segmentation

In this paper we suggest a comparison of the
various contemporary convolution neural net-
works for solving an instant segmentation task.
We analyze six different architectures according
to their accuracy, training speed, weaknesses,
benefits, growth points and suitability for our fu-
ture research which is shown on Figl.
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Figl. Framework architecture of our future work

On the current step we are choosing the ap-
propriate computer vision algorithm for instant
segmentation tasks on medical data.

We chose eight algorithms for comparison
because they solve similar tasks and are appro-
priate for biomedical instance segmentation.
R-CNN model has a critical disadvantage that
makes it inappropriate for the lifetime usage [1].
The algorithm’s speed was 13 sec per image on
a CPU and 53 sec per image on GPU. The next
reviewed article is Faster R-CNN which partly
solved the time limitation by updating the loss
function and combining RCNN and Spatial Pyra-
mid Pooling NET (SPP Net)[14] algorithms. The
next step of development: this branch of CNN
also struggled with the same problem, as well as
it took into account another key point of comput-
er vision algorithm implementation. It allows to
save the disc storage and retrain the model iter-
atively by the single-stage usage. The speed of
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Faster R-CNN archived 198ms for proposal and
detection both, which have already made it state-
of-the-art algorithm. MASK R-CNN is the next
observed article, based on Fast and Faster RCNN
too. The main difference between MASK
R-CNN and Faster R-CNN is the replacement of
ROI-Pool with ROI-Align, used for calculating
the matrix of features for the candidate region
both, but with the bilinear interpolation instead
of calculating the matrix of features for the can-
didate region on borders.

Our main task is mostly based on the medi-
cal data. So, we are analyzing appropriate algo-
rithms for the biomedical image segmentation.
We found that U-Net, Mask R-CNN, and Res-
NET have been already used for medical cases.
So, MASK R-CNN and U-net were adopted for
Lung Nodules Detection and Segmentation [§]
[9], while Res-Net was applied for detection of
the diabetic retinopathy [15]. Also, Res-Net can
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be used as a backbone for other models to in-
crease their results. The combination of the us-
age of two or more different architectures in one
framework allows the results to dramatically
grow up. Thus, R2 U-net integrated the power
of U-Net and residual network and allowed the
use of historical data. RNN algorithm is based
on the LSTM concept and capable of the solving
image segmentation tasks. The RNN architecture
was used to improve the results of level set-based
deformable models (LDM) that are widely used
for medical image segmentation by adapting the
handcrafted curve evolution velocity. [10]

We determined that models were tested on
comparable datasets which allow us to match
them by the results given on original articles. Ac-
cording to the results from the original articles
we take into account the accuracy score, usually
mean average precision was used as a metrics for
model evaluation and the speed of image pro-
cessing on training and testing or both.

Model comparison

R-CNN model shows the high performance
mean Average Precision (mAP) of 31.4% [1] on
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Pascal VOC dataset for the object detection task,
but it still has two critical points which have not
allowed to use the model in real-time. Because
of the complexity of R-CNN architecture, more
directly due to the necessity to extract approxi-
mately 2k region proposals, it makes the process
of training too long for the real-time usage of the
algorithm (13s/image on a GPU or 53s/image on
a CPU according to the article). Moreover, as it
is based on a selective search algorithm it does
not allow to retrain the model on this stage. So,
the next observed algorithms are struggling with
these disadvantages.

Fast R-CNN is the algorithm which has been
created by Ross Girshick Microsoft Research.
The main goal of this algorithm is to increase the
speed of training and testing of existing R-CNN
algorithms while saving the accuracy score. Fast
RCNN algorithm is based on RCNN and Spa-
tial Pyramid Pooling NET (SPP Net) algorithms
which shows the good performance, but it is
quite expensive algorithm according to the com-
putation power, because of the complexity.

5, Rol feature

Fig2. Fast R-CNN architecture algorithm. [2]

Basically, the architecture of the model can
be described in free steps which are shown in
Fig2. The model calculates a conv feature map in
the first step using a number of convolution and
max-pooling layers. They then used a region of
interest (Rol) pooling layer to get the feature vec-
tor with a fixed size from the conv feature mask.
All vectors are sent to layers that are completely
connected. The final two layers are as follows:
the first generates softmax probability estimates

for K object classes plus a catch-all "context"
class (i.e., negative examples for all classes) [1].
For each of the K object groups, the second pro-
duces four real-valued numbers.

One more update from the R-CNN algo-
rithm is the multi-task loss for classification and
regression both.

L(pruv tuJ U) = Lcis(pru} + ’1[1‘" = 1]Linc(tur U](-l],

where u,v are target classes, t* - predicted
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tuple [u = 1] returns 1 if the expression inside
brackets is true and 0 overwise, L cis (pu )= -log

Py is log loss true class u, p - probability. L., is
defined over a tuple of true bounding-box regres-
sion targets for class u, v = (vx, vy, vw, vh), and a
predicted tuple tu = (tux , tuy, tu w, tu h ), again
for class u. [2]

For the evaluation of the model, they used
mAP metrics. They tested the model on PASCAL
VOC2007, VOC2010 and VOC2012 which con-
tained 20 types of objects. datasets and got the
accuracy 70, 68.8m 68.4%.

Faster R-CNN algorithm has positive up-
dates from R-CNN which are caused by the im-
provement of the architecture of the model:

1. Increasing mAP

2. Single-stage training

3. The usage of multi-task loss

4. Reducing the usage of disk storage

As a consequence, these four advantages
allow them to solve problems which were de-
scribed in RCNN algorithm.

The speed of Fast R-CNN algorithm is near
real-time, but it does not take into account the
time which is spent on the region proposal. The
next algorithm is Faster RCNN which also has
been developed by the Microsoft research group.

f anchor boxes
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Fig 3. Region Proposal Network (RPN)[3]
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The image is used as an input of Region
Proposal Network (RPN) which is shown in Fig
3, while the output is the set of rectangles with
corresponding objectless scores.

The FPN is a fully convolution network with
SDG optimizer. They fully inherit the approach
of training from the Fast R-CNN algorithm. For
mini batch generation they used 256 random an-
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chors with the proportion of positive and nega-
tive samples up to 1:1. In case of lack positive
samples, they add negative anchors to a mini-
batch.

The new layers were created using weights
from a zero-mean Gaussian distribution with a
standard deviation of 0.01. Image Net creates the
rest of the layers. They also tune some ZF and
VGG layers to conserve memory. While RPN
was used for the region proposed generation,
Fast R-CNN was accepted as an algorithm for
detection. The dataset from PASCAL VOC 2007
detection championship was used for the evalua-
tion of the model. Overall, it contains 5000 trains
and the same test images with 20 types of ob-
jects. They used mean Average Precision as the
evaluation metrics. The formula is
Egzl AveP(q)

Q

where Q is the number of queries in the set
and AveP(q) is the average precision (AP) for a
given query, q. (4)

The best result of the model was achieved
with the implementation RPN and ZF together.
The MAP was 70.4%. According to the speed be-
ing one of the factors which has led to creation
of this algorithm, 198ms was achieved for both
proposal and detection, while the previous algo-
rithm allowed the speed 300ms (0.3 from previ-
ous article). While Faster R-CNN is a state-of-
the-art algorithm, the creators of Mask R-CNN
algorithm found that its performance also can
be updated in consideration with pixel-to-pixel
position of input and output images. The next
algorithm is Mask R-CNN [3] which has been
presented via Facebook Al research group. It is
built on Fast and Faster R-CNN, much as before.
[t3. Fig. 4 depicts the architecture of the Mask
R-CNN system.

MAP =

Fig 4. Framework for instance segmentation [5]
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Overall, Faster RCNN does not take into ac-
count a pixel-to-pixel position of input and out-
put image. Mainly the architecture is separated
into two stages: backbone and head for the fea-
ture extraction and bounding-box recognition,
mask prediction, correspondingly. According to
the author of the article, every type of CNN could
be adapted as a backbone, while they stopped on
Feature Pyramid Network because it allowed to
get the efficient speed and accuracy score at the
same time. The architecture of the head is shown
on Fig 5.

For solving this one ROI pooling layer was
replaced via ROI align layer. The difference be-
tween them is that the values are rounded to in-
teger in ROI pooling, while in ROI align uses
fractional values. As a loss function was used
the multi task loss

L= Lc!s + Lb::-.r + Lmnsk,

where Leis- classification, L

box regression,

L mask- mass loss in Mask R CNN. (5)

Also, the significant remark is that MASK
R-CNN solved both the problem of instant seg-
mentation and object detection, it also can be
used for person segmentation.

box - bounding

Faster R-CNN | 7 Faster R-CNN
wl ResNet [15] wl FPN [22]
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Fig 5. Head architecture

Then this model was adapted for the auto-
matic nuclear segmentation task. [5] They did all
experiments on the image set BBBC038v1 from
the Broad Bioimage Benchmark Collection [5].
The examples of the images are given on Fig 6.
[6]

They achieved maximum Mask Average In-
tersection over Union 70.54% with ResNet-100
FPN as a backbone on validation data.

The next algorithm is the logical extension of

Mask R-CNN. Furthermore, it was the winner of
the CACOO challenge of the next year. Path Ag-
gregation Network for Instance Segmentation
algorithm [7] was the winner on CACO 2017
Challenge instance segmentation and achieved
second place in Object Detection task. Overall,
CACO dataset consists of 200 000 different im-
ages with difficulty to derivation among classes
because of blur, number of different objects and
other examples of complexity on the image.

LT LUK T

(1]

Fig 7. lllustration of framework.

There are basic descriptions of the architec-
ture of PANnet. The first step is Feature Pyra-
mid Network Backbone and Bottom-up path
augmentation which were designed for reducing
information path. The second step is Adaptive
Feature pooling. This part of the Framework can
collect feature levels’ features for each propos-
al. And the last one if fully connected network
(FCN) from original Mask RCNN with addition-
al properties. The architecture Fig 7.

U-Net belongs to state-of-the-art CNN. It
was constructed specifically for biomedical im-
age segmentation [12].

79



o BECTHMK KA3AXCTAHCKO-BPUTAHCKOIO TEXHNYECKOIO YHUBEPCUTETA, N°3 (58), 2021 o

input
; output
'mat?': e * segmentation

-
7 map

-

| N
- ki
i’l*! !'l*;

-I’-»? N L

--bh‘-;

- conv 3x3, ReLU
copy and crop
# max pool 2x2

Fig 8. U-net architecture [11]

In the article [11], Unet architecture was de-
scribed and demonstrated.

The network architecture of Unet is shown
in Figure 8. Architecture divided into two hemi-
spheres: on the left side is the contracting path,
which following the standard architecture of
CNN and on the right side is expanding paths.
After combining the images with the data and
passing it through other convolution layers, the
network design is made up of a series of convo-
lution and pooling layers that minimize the spa-
tial resolution of the picture until increasing it.
Generally, the network functions work as a filter.
Each compression block takes an input, adds two
ReLu 3X3 convolutional layers, and then a pool
of maximum compression coefficients.

For each layer in the pool, the number of fea-
ture maps is multiplied. The bottleneck layer is
made up of two 3*3 Conv layers and a 2*2 Conv
layer. Each expansion module sends data to two
3*3 Conv layers and a 2*2 upsampling layer,
halving the number of object channels. Also in-
cluded is concatenation with a correctly clipped
object map from the contract direction.

Finally, the 1X1 Conv layer is used to make
the output segment count equal to the number of
function maps. U-net applies a loss function to
each pixel in the image. This makes it easier to
spot specific cells in the segmentation diagram.
A Softmax value is assigned to each pixel, fol-
lowed by a loss function. This changes the issue
from segmentation to grouping, requiring each
pixel to be assigned to one of the classes. The
network includes 23 convolutional layer. To en-
sure a smooth split of the output segmentation
map, choose the size of the input tile so that all
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2x2 max-pooling operations are applied to a lay-
er with even x and y sizes (see Figure 9).

Fig 9. Overlap-tile strategy [11]

Cross entropy is often used as a loss func-
tion for UNet:

E=Zien w(x)log (pyy(x)) (6),

where @ - set of multiplicative coefficients, x
- pixel position, p - softmax activation function,
I: Q — {1,...,K} is the true label of each pixel, K
is the number of classes. [1]

The main advantages of Unet:

1. Itis a computationally effective method

2. It can be trained with a limited dataset.

3. End-to-end training

4. Preferable for bio-medical applications.

With ResNet-101, the Residual Neural
Network will replace VGG-16 layers in Fast-
er R-CNN. Many researchers have noticed that
this approach has improved. Residual Network
(ResNet) is a form of neural network that first
appeared in 2015. [13]

In the 2015 ILSVRC classification compe-
tition, ResNet won 1st place and entered the top
5 in the COCO 2015 competition for ImageNet
Discovery, ImageNet Localization, Coco Dis-
covery and Coco Segmentation. The Resnet neu-
ral network is able to effectively train both with
100 layers and with 1000 layers.

ResNet is based on residual learning. In
2015, deep convolutional neural networks were
able to classify images better than humans. Pre-
viously, many researchers faced such a problem
when a deeper network begins to collapse, since
with increasing network depth, accuracy first
increases and then quickly deteriorates. More
layers in conventional neural networks imply a
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better network, but due to the disappearing gra-
dient issue, backpropagation will not update the
weights of the first layer correctly. As the error
gradient propagates back to the earlier layers,
re-multiplying makes the gradient small. Thus,
as the number of layers in the network increas-
es, its performance saturates and begins to de-
cline rapidly. Res-Net solves this problem with
an identification matrix. By using the identity
function for backpropagation, the gradient is
only multiplied by one. This protects the input
and prevents data loss.

The drop-in training accuracy demonstrates
that not all networks are simple to improve. To
overcome the problem of reduced training accu-
racy, when optimization is impossible, Microsoft
has proposed a deep "residual" training structure.
The F (x) + x formulation can be implemented
using neural networks with fast access connec-
tions (Figure 10).

ResNet uses a skip connection, which means
that the original input is also related to the output
of the convolution block. This aids in the solu-
tion of the gradient fading problem by allowing
the gradient to travel along a different direction.
They often use an authentication feature that al-
lows the higher tier to perform just as well as the
lower tier, if not better.

X
Y
weight layer
F(x) yrelu X
weight layer identity
F(x) +x

Fig.10. Building block of residual learning. [13]

Resnet's network uses 3*3 filters, stride 2
CNN layers, a global average pooling layer,
and a 1000-way fully wired layer with Softmax.
Network of ResNet uses a 34-layer simple net-
work architecture inspired by VGG-19, to which
a connection shortcut is then added. These fast
connections then transform the architecture into
a residual network.

The ResNet model, in comparison to VGG
networks, has less filters and is less complex. Add
a quick link (Figure 11, right) to the simple net-
work mentioned above, which transforms the net-
work into a residual version of the network. When
the input and output dimensions are the same, the
recognition simple couplings F (x W + X) can be
used directly (solid line quick couplings in Figure
11). He considers two choices as the dimensions
increase (dotted lines in Figure 11):

To increase the dimension, fast join performs
identifier matching with additional zeros added.
There are no additional parameters introduced by
this option.

Fast connect projection in F (x {W} + x) is
used for dimension matching (done with 1 x 1
convolutions). [13][14]

Conclusion

The article reviewed computer vision algo-
rithms that are based on convolutional neural
networks. Each subsequent algorithm imple-
ments the disadvantages of the previous one. At
the moment, the approach of finding important
segments using convolutional neural networks is
the most popular in computer vision, since algo-
rithms based on transformers require high com-
puting power.

In accordance with the goal of the task: find-
ing the optimal algorithm for image segmentation
and further classification of computed tomogra-
phy images, we chose u-net and Mask R-CNN
for further practical testing.
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